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“In my own field, for example, it once was possible for a grad student to learn just
about everything there was to know about computer science. [...] Nowadays the
subject is so enormous, nobody can hope to cover more than a tiny portion of it.”

Donald E. Knuth
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Abstract

Habilitation Thesis

Network Information Hiding: Terminology, Taxonomy, Methodology
and Countermeasures

by Dr. rer. nat. STEFFEN WENDZEL

Network information hiding is the research discipline that deals with the
concealment of network transmissions or their characteristics. It serves as
an umbrella for multiple research domains, namely network covert channel
research, network steganography research, and traffic obfuscation research.
The focus of this thesis lies primarily on network steganography and net-
work covert channel research.

This thesis was motivated by the fact that network information hiding re-
quires a better scientific foundation. When the author started to work on
this thesis, scientific re-inventions of hiding techniques were common (sim-
ilar or equal techniques were published under different names by different
scientific sub-communities). This is, at least partially, rooted in the non-
unified terminology of the domain, and, linked to the quotation of Donald
Knuth on the previous page, in the sheer fact that the ever increasing num-
ber of publications in the domain is hardly knowable. Moreover, experi-
mental results and descriptions for hiding techniques are hardly compara-
ble as there is no unified standard for describing them. This is a contrast
to other scientific domains, such as Chemistry, were (de facto) standards
for experimental descriptions are common. Another problem is that experi-
mental results are not replicated while other scientific domains have shown
that replication studies are a necessity to ensure the quality of scientific re-
sults. Finally, there is an imbalance between known hiding techniques and
their countermeasures: not enough countermeasures are known to combat
all known hiding techniques.
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To address these issues, this thesis motivates and proposes methodological
adjustments in network information hiding and lays the foundation for an
improved fundamental terminology and taxonomy.

Moreover, hiding techniques are surveyed and summarized in the form of
abstract descriptions, called hiding patterns, which form an extensible taxon-
omy. These hiding patterns are then used as a tool to evaluate the novelty of
research contributions in a scientific peer-review process. Afterwards, this
thesis addresses the problem of inconsistent descriptions of hiding tech-
niques by proposing a unified description method for the same, including
hiding patterns as a core component of every description. This thesis also
introduces the WoDiCoF framework to perform replication studies.

Afterwards, the concept of countermeasure variation is introduced to address
the problem of not having countermeasures available for certain hiding pat-
terns. Finally, the proposed pattern-based taxonomy is enhanced to demon-
strate the extensibility of the taxonomy and to integrate payload-based hid-
ing techniques which were not foreseen in the earlier version of the taxon-
omy.
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Chapter 1

Introduction

Network information hiding is the discipline that deals with the covert
transfer of data through a computer network and with the detection, limita-
tion and prevention of such transfers. First techniques for stealthy network
transmissions arose in the 1980’s. Today, hundreds of hiding techniques
exist and represent manifold ways to signal secret data over all relevant
network protocols, be it IPv4, IPv6, TCP, BACnet or CoAP.

Research work on network information hiding is usually specifically tai-
lored to these network protocols. For instance, a typical research paper
could show that covert channels in CoAP exist. In this protocol-specific fo-
cus, so-called “re-inventions” take place, i.e. the same forms of data hiding
techniques are applied to different protocols in a recurring manner while
being falsely presented as “new”. Moreover, does the non-unified termi-
nology in this young domain support re-inventions under different terms,
i.e. the same ideas are eventually published multiple times using differ-
ent wording such as protocol tunneling, network steganography, network
covert channel, data hiding etc. These varying terms are then applied to
different protocols. For instance, one paper could show how data is “tun-
neled” through the least significant bits of the IPv4 TTL field while another
paper might analyze a covert channel exploiting the least significant bits of
the IPv6 Hop Count field, which is essentially the same approach.

In an interview during the Swiss TV show Sternstunde Philosophie, Nassim
Taleb once mentioned that a laptop might not be a device that we use in
thirty years from that point in time, but a typical glass of water will still
be used in thirty years and was already used centuries ago. This is be-
cause the glass represents a long-lasting solution to a re-occurring problem.
In software engineering such an idea is called a design pattern. The desire
behind this thesis is provide results that are more like the glass of water:
our central goal is to limit (optimally prevent) re-inventions in the network
information hiding domain on the basis of hiding patterns. We call hiding
patterns the fundamental concepts that describe how data can be hidden
in transmissions. The intent of specifying and using hiding patterns is that
they describe hiding approaches generic enough to help withstanding the
designs of coming generations of communication protocols and thus help
keeping the terminology in the domain consistent, i.e. limiting the men-
tioned re-inventions. Moreover, does this thesis propose other approaches,
such as a unified description of hiding techniques to render experimen-
tal results comparable, and a framework to assess the novelty of research
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contributions based on hiding patterns during academic peer reviews. In
addition, countermeasures with a focus on patterns are also introduced.

On a more abstract level, the goal of this thesis can be summarized as fos-
tering improvements of the scientific methodology within the domain of network
information hiding by introducing and using hiding patterns. The following
section summarizes all key contributions.

1.1 Contributions

The following points summarize the major contributions which are each
represented by a separate chapter.

• Improvement of the Network Information Hiding Terminology
After introducing the research domain, fundamental enhancement on
terminology and taxonomy are presented, especially to address termi-
nological inconsistencies.

• Motivating Improvement of the Methodology
Methodological improvements are discussed and motivated under
the umbrella of the Science 2.0 paradigm, such as experimental repli-
cation studies. These aspects are then addressed in the following
chapters.

• Introduction of Hiding Patterns
A new taxonomy for hiding methods on the basis of hiding patterns
is introduced. A hiding pattern represents the core idea of a family
of hiding techniques that are based on a common principle (e.g., the
modulation of packet sizes). To achieve this, 109 hiding methods were
surveyed and categorized. Additional pattern-based concepts, such
as pattern hopping and pattern variation are introduced.

• Pattern-based Novelty Evaluation
Publications often introduce already known or slightly varied ver-
sions of existing hiding techniques, often under different names. For
reviewers, the novelty of such methods is often not clearly accessi-
ble, leading to the acceptance of ideas that are considered to be novel.
With hiding patterns, scientists are able to show how new hiding tech-
niques are fundamentally different from existing ones (by explain-
ing how a new hiding method cannot be represented by one of the
patterns) or that they indeed belong to an already existing idea. We
present a pattern-based framework to address the evaluation of nov-
elty during academic peer review. The framework helps preventing
scientific re-inventions and terminological inconsistencies.

• Unified Description Method for Hiding Techniques
Scientific publications present hiding techniques in unique ways, ren-
dering results difficult or even impossible to compare. A unified de-
scription method for new hiding methods is introduced which makes
future’s hiding methods comparable if the unified description method
is applied by the scientific community.
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• Replication Framework and Exemplary Replication Study
We present a framework that was used to conduct the first experimen-
tal replication of a highly cited covert channel detection algorithm
that was presented in an ACM TISSEC article with 130+ citations (an
extended version of an ACM CCS paper with 470+ citations). Our
experiment shows that, although they are not performed in network
information hiding, replication studies can improve the understand-
ing of methods and should become a core element of the scientific
methodology within the research domain.

• Introduction of Countermeasure Variation
Countermeasures are designed as tailored methods to combat spe-
cific covert channels. A drawback of these methods is that when new
hiding techniques are introduced or existing ones are modified, there
are no countermeasures available to combat these new or modified
hiding techniques. We introduce countermeasure variation as a tool
to modify existing countermeasures tailored for one hiding pattern
to work with another hiding pattern. We exemplify the feasibility of
countermeasure variation for two countermeasures (compressibility
score and ε-similarity) and different hiding patterns.

• Improvement of the Hiding Pattern Taxonomy
Finally, we provide improvements of the hiding patterns taxonomy,
especially to extend the number of known hiding patterns and to pro-
vide a clear taxonomy for distributed hiding methods. This was also
done to prove that hiding patterns are robust enough to manage ex-
tensions and adjustments by the community in order to reflect scien-
tific advancements.

Several of the original contributions of this thesis were conducted jointly
with other authors, including computer science students in the context of
their theses. For this reason, each chapter contains a list of papers and their
authors that served as the basis for the particular chapter. However, the
core publications for this thesis feature this thesis’ author as first or – at
the very least – second author. The appendix of this thesis provides an
overview of all publications of the author and allows the reader to assess
which papers were first and second author papers. Each papers’ content
was edited to fit into the structure of this thesis. Moreover, several improve-
ments, extensions and updates were applied to the original publications’
contents, resulting in additional upcoming publications that are currently
in preparation, under review, or in press.

1.2 Thesis Overview

This thesis is designed to provide the reader with a comprehensive cover-
age of hiding pattern-based terminology, taxonomy, and methodology. The
structure of thesis is visualized in Figure 1.1.

Chapters 2 to 4 (light gray) provide the foundation for this thesis. Chapter 2
introduces the scientific domain of network information hiding (especially
network steganography) and contributes to the fundamental terminology
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Fundamentals and Improvments of
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List of Author‘s Publications (App. A)

FIGURE 1.1: Structure of this thesis and relation of chapters

and taxonomy for network information hiding; it is the result of excessive
discussions and agreements within the community. Chapter 3 motivates
the advancement of a scientific methodology which is the primary subject
of this thesis, i.e., explaining the need for experimental replications and a
consistent terminology. The core tool (hiding patterns and their taxonomy)
of this thesis are provided by Chapter 4. Throughout the whole document,
patterns are applied as a tool to improve the scientific methodology in net-
work information hiding.

Chapters 5 to 7 (gray) present a framework for a new scientific methodol-
ogy in network information hiding: Chapter 5 presents an approach that
describes how the novelty of covert channel papers that present new hid-
ing techniques can be evaluated during academic peer review in a way
that scientific re-inventions and terminological inconsistencies can be ad-
dressed. To finally make hiding techniques comparable, a unified descrip-
tion method for them is introduced in Chapter 6. Chapter 7 presents a
framework for the replication of network covert channel experiments and
provides the final puzzle piece for the scientific methodology introduced in
this thesis.

Chapters 8 and 9 (dark gray) provide extended ideas based upon the pre-
vious chapters: Chapter 8 proposes the idea of pattern-based countermea-
sures and analyzes its feasibility with experimental studies. The existing
hiding patterns and related taxonomy are updated and extended by addi-
tional patterns and aspects of distributed hiding methods in Chapter 9.

Finally, Chapter 10 summarizes this thesis and discusses potential future
work. Appendix A contains a list of the author’s academic publications
(and related awards).
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Chapter 2

Improving Fundamental
Terminology and Taxonomy for
Network Information Hiding

Abstract This chapter starts with a brief introduction to network informa-
tion hiding. Developments in the related sub-disciplines are overlapping,
fostering scientific re-inventions due to a inconsistent terminology. For this
reason, this chapter presents a unified terminology of basic terms in net-
work information hiding. In comparison to other chapters of this thesis,
this chapter is based on intensive joint-work with a heterogeneous commu-
nity as the proposal of an improved fundamental terminology requires its
acceptance by other scientists as well as their involvement.

Originally published: Wendzel, Mazurczyk, Caviglione, and Meier (2014b);
Mazurczyk, Wendzel, Zander, Houmansadr, and Szczypiorski (2016a, Chap-
ter 2*); Mazurczyk, Wendzel, Villares, and Szczypiorski (2016b); Mazurczyk
and Wendzel (2018); Cabaj, Caviglione, Mazurczyk, Wendzel, Woodward,
and Zander (2018a)

* Content of the publication was extended and improved for this thesis. This chapter is
– to its largest extend – based on Chapter 2 of (Mazurczyk et al., 2016a); additional results
of follow-up works and improvements were merged into this chapter. However, several
aspects, e.g. the terminological unification of “deep hiding techniques” were left out as they
are not required for the following chapters.
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2.1 Introduction

To understand the concept of network information hiding let us consider the
following real-life scenario: a crowded airport. Such an airport is like a
router in a communication network and passengers are like packets – every
day a lot of passengers are passing through an airport and they are traveling
in many different directions. Also like packets in routers the passengers are
"inspected" before entering a plane, e.g., by using increasingly popular full-
body scanners which are able to detect illegal objects on the passenger’s
body without making actual physical contact or without removing clothes.

However, even though this technology is continuously improved, still from
time to time the security is breached and some illegal objects are smuggled
into the plane. This is achieved by placing contraband in locations on the
body where it is invisible on the body-scanner monitor.

To be able to deceive such a scanner the thorough knowledge of the de-
vice’s inner functioning and limitations is required. This allows to identify
potential vulnerabilities that can be exploited for illicit purposes.

In general, the same principle is utilized in network information hiding. To
successfully transmit data in a covert manner, a solution to embed secret
data into a network traffic flow must be found where the resulting modifi-
cations are not "visible" to network devices as well as end users.

Based on the aim to be achieved, information hiding techniques can be used
by criminals/terrorists and other malicious actors for the following pur-
poses:

• As a mean for covert storage: To hide secret data in such a way that
no one besides the owner is authorized to discover its location and
retrieve it. In other words, the aim is to not reveal existence of the
stored secret to any undesired party. This way criminals/terrorists
can store their secret data in a hidden manner.

• As a covert communication tool: To communicate messages with the
aim of keeping some aspect of their exchange secret. Criminals/ter-
rorists can use information hiding to covertly exchange their confi-
dential data.

• As a data exfiltration technique: Cybercriminals/insiders can use it
to steal/exfiltrate confidential data.

• As a mean for covert malware communication: Finally, malware can
be equipped with information hiding techniques to become stealthier
while residing on the infected host and/or while communicating with
Command & Control (C&C) servers.

Legitimate use-cases, such as enabling a covert communication for journal-
ists, are also imaginable using network information hiding. However, most
reported cases are criminal ones (Mazurczyk and Wendzel, 2018). In partic-
ular, network information hiding (and other forms of information hiding)
were applied in several recent malware cases as we reported in (Cabaj et al.,
2018a), Table 2.1. The Europol EC3-supported CUING initiative (Criminal
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Malware/exploit
kit

Information hiding method Purpose

Vawtrak/Neverquest Modification of the least-
significant bits (LSBs) of
favicons

Hiding URL to download a
configuration file

Zbot Appending data at the end of a
JPG file

Hiding configuration data

Lurk/Stegoloader Modification of the LSBs of BM-
P/PNG files

Hiding encrypted URL for
downloading additional mal-
ware components

AdGholas Data hiding in images, text, and
HTML code

Hiding encrypted malicious
JavaScript code

Android/Twitoor.A Impersonating a pornography
player or an MMS app

Tricking users into installing
malicious apps and spreading
infection

Fakem RAT Mimicking MSN and Yahoo
Messenger or HTTP conversa-
tion traffic

Hiding command and control
(C&C) traffic

Carbanak/Anunak Abusing Google cloud based
services

Hiding C&C traffic

SpyNote Trojan Impersonating Netflix app Tricking users into installing
malicious app to gain access to
confidential data

TeslaCrypt Data hiding in HTML com-
ments tag of the HTTP 404 error
message page

Embedding C&C commands

Cerber Image steganography Embedding malicious exe-
cutable

SyncCrypt Image steganography Embedding core components of
ransomware

Stegano/Astrum Modifying the color space of
the used PNG image

Hiding malicious code within
banner ads

DNSChanger Modification of the LSBs of
PNG files

Hiding malware AES encryp-
tion key

Sundown Hiding data in white PNG files Exfiltrating user data and hid-
ing exploit code delivered to
victims

TABLE 2.1: Examples of existing information-hiding malware.

Use of Information Hiding), cf. (Mazurczyk and Wendzel, 2018), continuously
monitors upcoming malware that uses information hiding methods.

2.2 Classification of Information Hiding in Communi-
cation Networks

In communication networks there is a rich diversity of opportunities for
information hiding which can be called "localizations" or hidden data carri-
ers due to their increasing complexity and sophistication. Therefore a great
variety of information hiding techniques are potentially applicable. From
the communications perspective three main types of information that can
be subjected to hiding in networks (Figure 2.1):
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FIGURE 2.1: Classification of information concealment possibilities in communi-
cation networks

• Identities of communication parties, hiding of sender and/or re-
ceiver identities to ensure their privacy, which can be achieved with a
variety of anonymity techniques (Danezis and Diaz, 2008).

• Communication process, concealing the existence of the fact that data
exchange is taking place can be accomplished using network steganog-
raphy techniques, while traffic type obfuscation is used to conceal the
characteristics of the transmission.

• Communication content, cryptography-based techniques like encryp-
tion protect messages from disclosure to unauthorized parties thus
concealing the content of exchanged messages. Other techniques in
this group include, e.g., scrambling of the user’s content.

From the three groups of information concealment methods for communi-
cation networks provided above, only the techniques that conceal the exis-
tence of the fact that data exchange is taking place are covered in this thesis
(Figure 2.1). These methods can be further divided into network steganogra-
phy and traffic type obfuscation, when we consider how they affect the overt
transmission. Network steganography hides data inside an overt commu-
nication in a way that minimizes the impact on the overt transmission(s)
and thus it effectively conceals the existence of the covert transmission (CT).

On the other hand, traffic obfuscation significantly changes or even com-
pletely alters an overt transmission (OT) to conceal the transmission’s traf-
fic characteristics by imitating another protocol’s properties, for example by
imitating the other protocol’s packet frequency and/or size distributions.
Both groups of techniques will be described in detail in the next sections.
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Information Hiding 

Covert Channels Steganography Anonymity Copyright Marking 

FIGURE 2.2: A historic classification of information hiding techniques (Petitcolas
et al., 1999)

2.3 Evolution of Information Hiding Terminology

Steganographic methods are the oldest information hiding techniques, dat-
ing back as far as ancient Greece (Petitcolas et al., 1999). Steganography,
a word of Greek origin meaning "concealed writing", encompasses all con-
cealing techniques that embed a secret message (steganogram) into a carrier
in such a way that the carrier modification caused by the embedding of the
steganogram must not be "noticeable" to anyone. The carrier is suitable for
steganographic purposes if it is commonly used. The form of the carrier
has evolved over time, historical carriers were wax tablets, human skin or
letters (Petitcolas et al., 1999), but these days it is digital pictures, audio, text
or network protocols instead.

The last 15 years saw a very intensive research effort related to modern in-
formation hiding techniques. This was motivated by the industry business
interested in DRM (Digital Rights Management) and the alleged utilization
of steganographic methods by terrorists while planning the attacks carried
out in the USA on the 11th of September, 2001 (Sieberg, 2001). The latter
was not a standalone case as in 2010 it was reported that a Russian spy ring
had used digital picture steganography to leak classified information from
the USA to Moscow (Shachtman, 2010).

In 1996 at the first Information Hiding (IH) Workshop held in Cambridge,
United Kingdom, the following information hiding classification was agreed
upon as presented in Figure 2.2 (Petitcolas et al., 1999). It is worth noting
that before this event the term "information hiding" was formally used to
describe a computer programming technique – encapsulation that was in-
troduced by Parnas in 1972 (Parnas, 1972).

In the classification presented by Petitcolas et al. (Petitcolas et al., 1999) the
purpose of steganography was formulated as having a covert communica-
tion between two parties whose existence is unknown to a possible attacker;
a successful attack consists of detecting the existence of this communication
(the definition is consistent with the definition from Simmons "prisoners’
problem" (Simmons, 1984)). Copyright marking deals with the embedding
of marks into products. Copyright marks do not always need to be im-
perceptible. As opposed to steganography, copyright marking has the ad-
ditional requirement of robustness against possible removal or alteration
attacks as well as a fast embedding strategy in case of transaction watermark-
ing (Steinebach et al., 2007). Covert channels were defined (supposedly af-
ter Lampson’s definition (Lampson, 1973)) as communication channels that
were neither designed nor intended to transfer information at all. Covert
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channels are not necessarily invisible by definition but when established by
steganography methods, covert channels are set-up in a way that they ap-
pear invisible nevertheless. In the remainder, we consider only such covert
channels. Anonymity encompasses techniques that hide the identity of the
communicating parties thus ensuring their privacy.

The classification in (Petitcolas et al., 1999) is semantically inconsistent and
slightly misleading: (1) providing anonymity of communicating parties can
be achieved by hiding information that identifies the communicating par-
ties, but also, e.g., by clever routing of data using services such as Tor (Din-
gledine et al., 2004); (2) the distinction between steganography (and net-
work protocol steganography in particular) and "covert channels" is not
well grounded.

Obviously, the classification and definitions provided above were formu-
lated considering the state of the art at the time the IH workshop was
held. However, in the last decade the information hiding field evolved very
dynamically and therefore further clarifications and improvements are re-
quired. The developments in the scientific community over the last 23 years
must be taken into account. Information hiding techniques have evolved,
and this should be reflected by refining their classification and definitions.
Providing coherent definitions and classifications that reflect the current
state-of-the-art in information hiding is not an easy task, as for more than a
decade there has been an ongoing debate between scientists in this research
field. One of the important issues is the discussion of whether the relation-
ship between steganography and covert channels exist, and whether both
terms are synonyms or not.

In our opinion, the current distinction between steganography and covert
channels, when used to describe information hiding in communication net-
works, is artificial and even misleading. Both terms do not describe sep-
arate hiding techniques, and their current distinction is simply due to the
evolution of the hidden-data carrier. However, as we shall see both terms
are related to each other.

The scientific community has used different terms, such as steganography,
covert channels, or information hiding, to describe the process of conceal-
ing information in a digital environment. The variety of terms comes from
the fact that the different terms had not been introduced at the same time
and because their definitions evolved. Investigating the evolution of the
definitions of "covert channel" and "steganography" will help to demon-
strate that, currently, the distinction between both terms is artificial, espe-
cially in a communication networks environment. In communication net-
works the hiding methods described by the two terms, steganography and
covert channels, should be unified under a single term: network steganogra-
phy. This does not mean that we want to discard the term covert channel.
It is our view that network steganography techniques, as other steganog-
raphy techniques, create covert (steganographic) channels for hidden com-
munication, but such covert channels do not exist in communication net-
works without steganography (only the possibility for such channels exists
a priori).
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There are two widely known definitions of covert channels. Lampson (Lamp-
son, 1973), who coined the term in 1973, defined a covert channel as "chan-
nel, (...) not intended for information transfer at all". The U.S. Department
of Defense (DoD) modified Lampson’s definition to emphasize the mali-
cious intentions with which a covert channel can be utilized in so called
"Orange Book" in 1985 (Department of Defense, 1985). The DoD defined a
covert channel as "any communication channel that can be exploited by a
process to transfer information in a manner that violates the system’s secu-
rity policy" (thus implying certain applications of the covert channel). It is
worth noting that both of these definitions do not imply what techniques
are utilized to create the hidden communication channel. In addition, such
policy-breaking channels are not even required to be hidden per definition.
However, in the network steganography context, covert channels are al-
most entirely those that are considered as being hidden.

During the last two deades the covert channel’s definition blurred and cur-
rently it is often used to describe particular information hiding methods,
e.g., the hiding of information in unused/optional fields, rather than the
associated communication channels. Moreover, in many papers (e.g. in
(Petitcolas et al., 1999) and (Zander et al., 2007a)) steganography is inten-
tionally distinguished from covert channels. Covert channels, as their name
implies, are in general used for communication, but in theory one could
also use them to store information, e.g., in network traffic traces or other
network-related log files stored on hard disk. Steganography may be used
to store information, e.g., one can embed secret data into a digital image and
store it on a hard disk to hide the secret information from everyone, but of
course it is also often used for communication. In fact, ancient stegano-
graphic techniques were often used for communication, i.e., hidden mes-
sages were concealed in innocent looking carriers to convey information to
a receiving party aware of the steganographic procedure.

For example, let us consider again a famous steganographic method de-
scribed by Herodotus (Petitcolas et al., 1999) where a trusted slave’s head
was shaved and then tattooed with a secret message about the planned re-
volt against the Persians. After his hair had regrown the slave was sent with
this message to the Ionian city of Miletus. The goal of this steganographic
method as well as many others that followed was to conceal the hidden
communication by hiding secret information (in form of a tattoo) in a cover
(carrier) of this data (tattooed human skin). Thus, the main aim of the his-
torical steganographic techniques was to create covert channels (in uni- or
bidirectional manner). In general, they were used not to store information
concealed from everyone but to hide the information transfer.

In our opinion the main difference between the terms steganography and
covert channels is merely the type of the carrier (cover) used; for steganog-
raphy it is digital media like images, audio and video files whereas for
covert channels it is a network protocol. Both terms exist because the com-
munication methods used by people evolved from messengers, letters, and
telephones to communication networks and accordingly the steganographic
techniques evolved with the available communication methods. However,
information hiding techniques that utilize network protocols should be seen
as an evolutionary step of the carrier rather than some new phenomenon.
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FIGURE 2.3: Classification of modern steganography techniques and scope of net-
work steganography.

We propose to broaden the definition of the term covert channel so it de-
scribes any covert channel created by steganographic techniques, and we
propose to use the term network steganography to describe the methods
used for creating covert channels in communication networks. Our ap-
proach has the advantage that it provides the long-needed clarification but
at the same time it is backwards-compatible with the existing literature.
While the term network steganography should be used to describe a hid-
ing technique in communication networks, it is not wrong to refer to the
resulting covert channel.

2.4 Definitions, Classification and Characteristic Fea-
tures

We propose the following classification of modern steganography techniques
(not limited to communication networks) as presented in Figure 2.3.

The naming convention is carrier-based. This means that if network traf-
fic is used as a carrier (the majority of so-called covert channels (Zander
et al., 2007a)) then this is network steganography. When digital content,
like images, audio or video files, is used as carrier then this is image, au-
dio or video steganography (Bender et al., 1996a). In Figure 2.3 these tech-
niques are aggregated into a single digital media steganography category.
The previously named subliminal channels are renamed to cryptosystem
steganography to ensure consistency. Other types of steganography men-
tioned in Figure 2.3 include, but are not limited to, physical steganography,
where the most notable example is the previously mentioned information
hiding by tattooing human skin, and filesystem steganography, where a
filesystem’s features are exploited for secret data concealment.

The main aim of network steganography is to hide secret data in the nor-
mal transmissions of users without significantly altering the carrier used.
The scope of network steganography is limited to all information hiding
techniques that:

• can be applied in communication networks to hide the exchange of
data by creating covert communication channel(s).

• are inseparably bound to the transmission process (carrier).

• do not significantly alter the carrier.
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FIGURE 2.4: An example of carrier and subcarriers based on VoIP connection
example (Mazurczyk et al., 2016b).

It must be emphasized that the main difference between "classic" steganog-
raphy and network steganography is that the first relied on fooling human
senses and the latter mainly tries to deceive other network devices (inter-
mediate network nodes or end systems). For a third-party observer who is
not aware of the steganographic procedure, the exchange of steganograms
remains hidden. This is possible because the embedding of hidden data
into a chosen carrier is "invisible" for parties not involved in the stegano-
graphic communication. Thus, the secret data is hidden inside the carrier,
and the fact that the secret data is exchanged is also concealed.

In network steganography a carrier is one or more overt traffic flows that
pass between a covert/steganogram sender and a covert/steganogram re-
ceiver(s). A carrier can be multi-dimensional, i.e., it offers many oppor-
tunities (places) for information hiding (called subcarriers). A subcarrier is
defined as a "place" or a timing of "events" in a carrier (e.g. a header field,
padding or an intended sequence of packets) where secret information can
be hidden using a single steganographic technique (Figure 2.4). Typically, a
subcarrier takes the form of a storage or a timing covert channel.

Subcarriers are also referred to as "cover protocols" (Wendzel and Keller,
2012c) but the definition of cover protocols is limited to storage areas in net-
work protocol headers and also limited to the context of transferring control
information in network covert channels whereas the term "subcarrier" can
be applied in a broader meaning (cf. "Glossary").

As visualized in Figure 2.4 on VoIP connection example, multiple subcarri-
ers can be used simultaneously within a single overt network flow. Another
example that illustrates the same concept is when the steganographic car-
rier is an HTTP flow with two subcarriers, one which embeds secret data
into the HTTP User Agent field and another that embeds secret data into
the IP ToS (Type of Service) field. Both subcarriers could also be located
within the same TCP/IP stack.
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To hide secret data into a subcarrier it can be necessary to create space for
its placement. For example, a covert sender can create a new IPv4 option
or a new IPv6 destination option and then embed the secret data into this
allocated space.

The most favorable carriers for secret messages in communication networks
must have two features:

• they should be popular, i.e., the use of such carriers should not be
considered as an anomaly. The more such carriers are present in a
network, the easier it is to mask the existence of hidden communica-
tion.

• modification of the carrier related to embedding of the steganogram
should not be "visible" to the third party unaware of the stegano-
graphic procedure.

Steganography relies on three characteristics of communications in current
communication networks. First, a communication channel is not perfect.
Errors and network anomalies, such as corrupted, lost or reordered pack-
ets, are a natural phenomenon and, thus, it is possible to embed informa-
tion by mimicking them. Second, most network protocols specify fields or
messages that are not used in all situations. This "surplus" can be used for
embedding of secret data, if this does not degrade the carrier. Third, not ev-
ery protocol is completely defined and "semantic overloading" is possible.
Most of the specifications permit some amount of freedom in the imple-
mentation, and this can be utilized for steganographic purposes, e.g., HTTP
header fields can be lower or upper case and secret data can be encoded
via manipulating the case. Designing steganography-free protocols is hard
and often practically impossible without unreasonably limiting the func-
tionality or extensibility of protocols. Hence, network steganography can
be achieved even with the simplest of communication protocols. However,
more complex protocols usually offer more opportunities for sophisticated
information hiding methods.

Considering the above definitions of carrier and subcarrier it is also im-
portant to emphasize that network steganography can be applied to single
or multiple traffic flows. The example in Figure 2.4 presents the concept of
single-flow network steganography, while Figure 2.5 visualizes the concept
of multiple-flows network steganography. In the latter case the hidden data
bits are distributed among many network flows. For instance, Figure 2.5
shows how binary "1" and "0" can be encoded into the sequence of packets
from three different TCP connections.

We propose the following network steganography classification illustrated
in Figure 2.6. It consists of three levels. Firstly, network steganography
can be divided to timing and storage methods based on how secret data is
encoded into the carrier (which is consistent with previously introduced
covert channels classification). Of course, by combining the features of both
methods, hybrid solutions are also possible.
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distributed over a number of traffic flows (Mazurczyk et al., 2016b).
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FIGURE 2.6: Network steganography methods classification.

Then each of two groups can be divided further. If we take into account
whether timing method’s depends on the underlying protocol we can dis-
tinguish between protocol aware and protocol agnostic methods. Protocol-
aware timing methods require understanding of the carrier protocol – they
utilize its characteristic features for hidden data exchange. For example,
if a method exploits the fragmentation mechanism of a certain protocol, it
needs to take into account how exactly this protocol’s fragmentation mech-
anism works. On the other hand, protocol-agnostic techniques can be ap-
plied blindly to the selected carrier without in-depth understanding of the
utilized protocol mechanisms and their specific features. For example, if
one wants to encode secret data in inter-arrival time or data rate then a de-
tailed knowledge of the carrier protocol is not required. However, even a
protocol-agnostic method may still require knowledge of the traffic charac-
teristics of the carrier protocol, so that a covert channel is created that looks
like normal traffic.

Network steganography storage methods can be also split further based
on what overt data is modified (which subcarrier is influenced). We can
distinguish two groups: methods that modify user data and methods that
modify data in protocol specific fields. The latter can be further divided into
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FIGURE 2.7: Relationship between the three features of network steganography
(Mazurczyk, 2013).

methods that modify or replace existing protocol data and those that insert
additional non-mandatory protocol data.

Each network steganography method can be characterized by three fea-
tures. First, steganographic bandwidth describes how much secret data one
is able to send per time unit. Second, undetectability is defined as an in-
ability to detect a steganogram inside a carrier. The most popular way to
detect a steganogram is to analyze statistical properties of the captured data
and compare them to the typical properties of that carrier. Third, robustness
is defined as the amount of alteration a steganogram can withstand with-
out destroying the secret data. For each network steganography method,
there is always a trade-off between maximizing steganographic bandwidth
and still remaining undetected (and retaining an acceptable level of robust-
ness). A user can utilize a method naively and send as much secret data
as possible, but it simultaneously raises the risk of disclosure. Therefore,
he/she must purposely limit the steganographic bandwidth in order to
avoid detection. The relationships between these three features are typi-
cally described as magic triangle as proposed by Fridrich (Fridrich, 1999)
and illustrated in Figure 2.7.1

Often it is also useful to calculate a network steganographic cost (Mazurczyk
et al., 2016b). It describes the degree of degradation of the carrier caused by
the steganogram insertion. The steganographic cost depends on the type of
the carrier utilized, and if it becomes excessive, it leads to easier detection
of the steganographic method. This characteristic indicates the degradation
or distortion of the carrier caused by the application of a steganographic
method. In digital media steganography and digital watermarking, i.e.,
for hiding secret data or for embedding a copyright mark in a digital im-
age, audio, or video file, different parameters, such as JND (Just Noticeable
Distortion), MSE (Mean-Square Error), PSNR (Peak Signal-to-Noise Ratio)
are typically utilized for this purpose. However, these parameters cannot

1In other domains of information hiding, the triangle’s features can be different. For
instance, in digital watermarking, undetectability would be replaced with transparency while
steganographic bandwidth would be replaced with capacity.
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FIGURE 2.8: Relationship between the features of network steganography with
steganographic cost included (Mazurczyk et al., 2016b).

be applied to dynamic, diverse carriers like network connections. For ex-
ample, if the method uses voice packets as a carrier for steganographic pur-
poses in IP telephony, then the steganographic cost can be expressed in con-
versation degradation. If the carrier is a certain protocol field, then the cost
can be expressed as a potential loss in protocol functionality, etc. It is also
possible that an information hiding method introduces steganographic cost
that can be experienced in two different "planes", e.g., it introduces voice
quality degradation as well as it adds additional delays to the overt traffic.
If we include steganographic cost as a feature of a network steganogra-
phy method, then the relationships with remaining features is as illustrated
in Figure 2.8. When a steganographer wants to maximize steganographic
bandwidth it typically results in increased steganographic cost, higher de-
tetctability and lower robustness. Similarly, increasing robustness (e.g., us-
ing parity bits) can increase the steganographic cost. Therefore, in general,
it can be concluded that the steganographic cost is linked detectability and
robustness and may be responsible for the reduction of carrier’s function-
ality or the reduction of carrier’s performance (e.g. it results in increased
transmission times or increased usage of resources).

The relationship between steganographic cost and detectability is explained
in Figure 2.9. One can imagine a steganographic cost as a "zip" as it pro-
vides a view on how exactly the carrier was affected by applying a stegano-
graphic method. On the other hand, undetectability can be imagined as an
"on/off switch". For a steganalysis method when a given level of stegano-
graphic cost (SCT) is exceeded, the steganographic method becomes de-
tectable with a probability greater than 50% ("flip a coin" chance of detec-
tion) up to the point where the detection is trivial (SCD=100%).

2.5 Traffic Type Obfuscation: Definitions, Classifica-
tion and Characteristic Features

Traffic type obfuscation hides the nature of network traffic flows by obfus-
cating the underlying network protocol. That is, traffic type obfuscation
modifies the patterns and contents of network traffic between two network
entities so that a third entity is not able to reliably identify the type of their
communication, i.e., the network protocol. We classify the existing work
on traffic type obfuscation into two broad categories: traffic de-identification,
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and traffic impersonation. Traffic de-identification manipulates network traf-
fic so that the underlying network protocol is hidden. For instance, network
packet headers are ’encrypted’ to conceal protocol identifier contents, thus
obfuscating the underlying network protocol. On the other hand, traffic
impersonation manipulates traffic so that it not only hides the underlying
network protocol, but also pretends to be using another protocol, e.g., a tar-
get protocol. For instance, a BitTorrent client may alter its traffic to look like
it is carrying HTTP traffic.

There are different reasons why someone wants to conceal network pro-
tocol through traffic obfuscation. First, it can be used to bypass network
firewalls that disallow certain network protocols. For instance, many ISPs
filter out peer-to-peer file sharing protocols like BitTorrent, where an effi-
cient evasion is to obfuscate the protocol through traffic type obfuscation.
Second, it can be used to conceal the existence of a type of communication.
For example, the users of censorship circumvention tools may need to hide
their use of circumvention systems, like Tor (Dingledine et al., 2004); this re-
quires them to hide the Tor protocol, e.g., by morphing their traffic to look
like a legitimate network protocol (Moghaddam et al., 2012).
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We classify all techniques as traffic type obfuscation that make the network
protocol unidentifiable with respect to:

• contents of network packets,

• statistical patterns of network packets, such as packet timing and sizes,

• and, protocol behavior, such as dynamic reaction to certain events.

As noted above, traffic type obfuscation shares intrinsic similarities with
network steganography. Consequently, most of the terminologies and mod-
els used for traffic obfuscation are borrowed from the older, more estab-
lished area of network steganography. More specifically, traffic type obfus-
cation is similar to network steganography, described in previous section,
in that both aim to hide the existence of a covert communication. However,
they differ in two main ways. First, in network steganography the overt
channel is not significantly altered. By contrast, in traffic type obfuscation
the contents of the carrier are “destroyed” by replacing it with the covert
content. As a result, traffic type obfuscation techniques are able to provide
higher capacities for covert communications. Second, traffic type obfus-
cation and network steganography differ in the application scenarios that
they can be used for. Traffic type obfuscation can only be used when the
carrier flow is generated by covert parties (covert senders and receivers).
However, network steganography can be applied on traffic flows regard-
less of who has generated them.

As described before, the main objective of network steganography is to
communicate the highest amount of secret information without being de-
tected. In traffic type obfuscation, however, the objective is to conceal the
type of the network traffic. As a result, the features such as "bandwidth",
"robustness", and "cost" are not applicable to traffic type obfuscation. In-
stead, a type obfuscation scheme should be "unobservable": third parties
should not be able to 1) detect that the traffic has been obfuscated, and 2)
determine the original type of network traffic. The feature unobservability
is equivalent to the feature "undetectability" used in the network steganog-
raphy context.

2.6 Hidden Communication Model and Communica-
tion Scenarios

The state of the art communication model for steganography (Petitcolas et
al., 1999) and covert channels (Zander et al., 2007a) is the same model. It is
the famous "prisoners’ problem", which was first formulated by Simmons
(Simmons, 1984) in 1983 (Figure 2.11). In this model Alice and Bob are two
prisoners that are trying to prepare an escape plan. The problem is that
their communication is monitored by a Warden. If the Warden identifies
any conspiracy, he will put Alice and Bob into solitary confinement making
an escape impossible. So Alice and Bob must find a way to exchange hidden
messages for their escape plan to succeed. The solution is to use steganog-
raphy. By concealing the hidden message (MHID) in an innocent looking
carrier (MCAR) it is possible to generate a modified carrier (MSTEG) that
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FIGURE 2.11: Model for hidden communication (Mazurczyk, 2013).

will raise no suspicion while traversing through the communication chan-
nel. For Alice and Bob the communication channel is also a covert channel
that was created using a steganographic method.

Therefore, if there is no difference in the communication model it could
be concluded that the term covert channel was used as another term for
steganography (this fact was also observed by other researchers in the field,
e.g., by Fridrich in (Fridrich, 1999)). However, we are convinced that the
term covert channel cannot be used as a synonym for the term steganog-
raphy. We believe that the term covert channel should be used to describe
the communication channel that is created with the use of a steganographic
method and this is consistent with Lampson’s original definition of covert
channels (see above). Thus, to be able to create a covert channel through
which hidden data is exchanged, the sender (FSTEG in Figure 2.11) and
the receiver (F −1

STEG in Figure 2.11) must always utilize a steganographic
method.

For steganographic methods it is usually assumed that there exists a secret
stego-key (KSTEG in Figure 2.11) that is a form of shared secret between Al-
ice and Bob. In network steganography a knowledge of how the information
is hidden is the stego-key. In many cases network steganography achieves
security through obscurity; only if a steganographic technique is unknown
to the Warden, it can be used to exchange hidden data securely. However,
some techniques are secure even if their existence is known, as long as the
steganographic parameters are unknown to the Warden (e.g. properly en-
coded TCP ISN steganography (Murdoch and Lewis, 2005)). Hence, the
stego-key is a combination of the steganography technique and its param-
eters used by Alice and Bob.

Apart from the stego-key everything else can be known to the warden. In
particular, the Warden is aware that Alice and Bob can utilize a hidden com-
munication, can know all other existing steganographic methods (unrelated
to the stego-key), and can try to detect and/or interrupt the hidden com-
munication. We refer to a passive Warden if the Warden tries not to elimi-
nate but to detect a steganographic communication or if the warden tries to
determine the involvement of a party into the steganographic communica-
tion. An active Warden, on the other hand, tries to eliminate or manipulate
the steganographic communication. A malicious Warden can additionally
alter Alice’s or Bob’s messages or even introduce fake messages into the
communication (Craver, 1998).
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FIGURE 2.12: Hidden communication scenarios and potential localizations of the
warden (Mazurczyk, 2013).

Let us consider the possible hidden communication scenarios (S1-S4 in Fig-
ure 2.12), as they greatly influence the detection possibilities for the warden.
In general, there are three possible localizations for a warden (denoted in
Figure 2.12 as W1-W3). A node that performs steganalysis can be placed
near the sender, or receiver of the overt communication or at some inter-
mediate node. Moreover, the warden can monitor network traffic in single
(centralized warden) or multiple locations (distributed warden). In general,
the localization and number of locations in which the warden is able to in-
spect traffic influences the warden’s effectiveness.

The communication model is slightly different in the case of traffic type ob-
fuscation. Unlike network steganography, which aims to send covert data,
traffic type obfuscation tries to conceal the type of network traffic. Con-
sider two entities Alice and Bob who aim to communicate in the presences
of a warden. Suppose that the warden forbids any communication of type
T1. Suppose that Alice and Bob want to communicate using traffic of type
T1. To be able to do so, they need to obfuscate the type of traffic, e.g., by
mimicking an allowed type of traffic, T2.

Moreover, unlike network steganography, traffic type obfuscation can only
be applied when the traffic flows are generated by the covert entities. That
is, traffic type obfuscation entities only obfuscate the network flows gener-
ated by themselves. As a result, the only communication scenario used in
type obfuscation is the model (1) from Figure 2.12.
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2.7 Information Hiding Countermeasures Models

Over the last few decades a number of countermeasures were developed
against different network steganography and traffic obfuscation techniques.
Here we provide an overview of the available countermeasures.

Before any action can be taken against an information hiding technique, it
first needs to be identified, i.e., the Warden needs to become aware of its
existence. Several formal methods were developed for identifying possible
covert channels in specifications or implementations of operating systems
or applications during the design phase or in an already deployed system
(c.f. (P. R. Gallagher, 1993)). There also exist a few formal techniques for
identifying possible covert channels in network protocols, many of which
are adaptations of the mechanisms mentioned in (P. R. Gallagher, 1993) to
network protocols (c.f. (Donaldson et al., 1988)). However, to the best of
our knowledge none of these has been commonly used in practice.

Once an information hiding technique has been identified, the generally
available countermeasures are:

• Eliminate the use of the covert channel.

• Limit the bandwidth of the covert channel.

• Detect and audit the covert channel.

• Document the existence of the covert channel.

If a known possibility for a covert channel was not removed or cannot be
removed in the protocol design2 or implementation, the next best option
is to eliminate the use of the channel, because even low-capacity channels
could be successfully exploited. The direct approach is to block or eliminate
network protocols that enable network steganography. However, this ap-
proach is often impractical, since there are too many possibilities for hiding
information in network protocols. The most common approach to prevent
the use of network steganographic techniques and eliminate the resulting
covert channels is protocol normalization.

Traffic normalizers (e.g. Snort (Snort Project, 2012)) remove semantic am-
biguities by normalizing protocol header fields or timing behaviors of net-
work traffic passing through the normalizer. For example, a normalizer can
always set unused, reserved and padding bits to zero, thus removing the
possibility to hide information in these bits. Traffic normalization can only
be applied to all network traffic (‘blind’ normalization) if the normalization
is transparent (it does not affect the traffic significantly). In practice, the
use of normalizers may result in unwanted side-effects, since the normal-
ization of header fields often means setting header fields to default values,
i.e., these fields are not usable anymore. If accurate detection methods exist,
detected covert channels can be eliminated using targeted normalization or
even disruptive measures, e.g., the carrier traffic could simply be blocked.

2Some potential (low-capacity) covert channels must be accepted in every network pro-
tocol; no protocols are known to the author which are considered entirely free of covert
channels.
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The removal of all covert channels leads to very inefficient systems, since it
typically means replacing automated procedures with manual procedures
(Proctor and Neumann, 1992). Furthermore, covert channels based on the
modulation of message characteristics are inherent in distributed systems,
such as computer networks. Therefore, we and many other experts in the
field (e.g., (Moskowitz and Kang, 1994)), believe that covert channels can-
not all be completely eliminated. This is also acknowledged by the secu-
rity standards. For example, the Orange Book treats covert channels with
capacities of less than one bit per second as acceptable in many scenarios
(Department of Defense, 1985).

If a channel cannot be eliminated its capacity should be reduced below an ac-
ceptable limit. What is an acceptable capacity depends on the amount of
information leakage that is critical. For example, if the covert channel ca-
pacity is so small that classified information cannot be leaked before it is
outdated, then the channel is tolerable. Limiting the channel capacity is of-
ten problematic in reality, because it means slowing down protocol mecha-
nisms or introducing noise, which both limit the performance of the proto-
col. However, some limitation techniques showed good results in the litera-
ture as well as in practice, especially in the case of network steganographic
timing methods that are hard to prevent. For example, the PUMP method
(Kang and Moskowitz, 1993) is very effective in limiting (practically elim-
inating) timing channels in the flow of acknowledgment messages from a
receiver to a sender needed for a reliable data transfer.

Covert channels that cannot be eliminated or limited should be audited, which
requires reliable detection methods. Auditing acts as deterrence to possi-
ble users and also allows taking actions against actual users. (If the traffic
data used for auditing can be obtained before traffic normalization takes
place, one may want to audit the use of all covert channels.) The detection
of covert channels is commonly based on statistical approaches or machine
learning (ML) techniques (Zander et al., 2007a). In both cases the behav-
ior of actual observed network traffic is compared against known assumed
behavior of ‘normal’ traffic and (if known) the assumed behavior of carrier
traffic with covert channels. The behavior is measured in the form of char-
acteristics (also called features in ML terminology) computed for the actual
observed traffic and traffic previously used to determine a decision threshold
(or decision boundary) between normal traffic and traffic with steganography
(training of the detection system).

With statistical approaches the decision boundary usually must be deter-
mined manually (by a human) during the training, and for some approaches
proposed in the literature is not very clear how to choose an effective bound-
ary. In contrast, ML methods determine the decision boundary automati-
cally during the training phase. A disadvantage with some ML techniques
is that the decision boundary can be very hard to interpret – effectively
making the detection system a black box.

Supervised ML techniques require training with examples for both classes
(normal traffic and traffic with covert channels). Unsupervised ML tech-
niques or anomaly detection methods are usually trained with examples of
normal traffic only. Supervised ML techniques are often more accurate,
but also are less robust. Without proper retraining they can easily fail if
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the characteristics of one of the classes change, e.g., due to a change of the
covert channel encoding or a change of the normal protocol operations. Un-
supervised techniques are often less accurate but are more robust against
changes in traffic characteristics. With all detection methods it is important
to avoid creating a detector that performs very well for the training data
but does not perform well for the actual observed traffic (overfitting on the
training data).

All known covert channels, except channels with capacities that are too low
to be significant, should at least be documented (e.g. in the specification of
network protocols). This makes everybody aware of their existence and po-
tential threat, and it also deters potential users, since many steganographic
techniques only provide security by obscurity.

As described before, the main objective of traffic type obfuscation is to con-
ceal the type of network traffic, i.e., the network protocol being used. Con-
sequently, any countermeasures against traffic type obfuscation will have
one or both of the following two objectives: First, to detect network flows
that try to hide their actual network protocols, and, second, to identify the
actual network protocols of those network flows. If the actual protocol can
be identified further actions can be taken in accordance with existing secu-
rity policies, e.g., the obfuscated traffic can be blocked.

Countermeasures against traffic type obfuscation can be classified into three
categories: content-based countermeasures (Houmansadr et al., 2013), which
look for content discrepancies in the obfuscated traffic, pattern-based coun-
termeasures (Dyer et al., 2012; Cai et al., 2012), which use statistical tools
to identify obfuscated traffic based on their communication patterns (e.g.,
packet sizes and timings), and protocol-based countermeasures (Geddes et
al., 2013; Houmansadr et al., 2013) that analyze the protocol behavior of
traffic, e.g., by investigating their reaction to certain network conditions.

2.8 Outlook

Firstly, we expect that the application of network information hiding tech-
niques leads to more sophisticated malware. This means that malware will
be stealthier and thus harder to detect than today, supporting the advance-
ment of Advanced Persistent Threats (APT). By deploying dynamic overlay
routing and adaptive network covert channel techniques, malware will be
harder to prevent on the network level. A host-based detection of malware
is thus important when a network-level detection and prevention is not fea-
sible in these situations. Today’s command and control channels in botnets
already possess a comprehensive feature set and increasingly adapting fea-
tures to the context of network steganography is only one step in the mal-
ware evolution.

Secondly, we observe the increasing stealthiness of malware communica-
tions on smartphones. While there is not a major effort in developing novel
network covert channels especially crafted for smartphones, recent trends
take advantage on the device offloading features, especially those using
the cloud. In fact, to bypass some storage or battery limitation of devices,
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some operations are delegated to a remote server farm. In this perspec-
tive, new applications producing traffic potentially exploitable for network
steganography are becoming available. Examples that we can expect to be
exploited are voice-based services like Google Now and Siri or cloud stor-
age platforms like Google Drive and Dropbox. Even if many frameworks
apply protocols/techniques already used for network steganography (e.g.,
HTTP), the huge volumes and the degree of sophistication of many ser-
vices will represent a challenge, especially in terms of being able to detect
the covert communication or to provide effective countermeasures.

Thirdly, we expect the increasing emergence of network steganography to
new domains, especially when combined with existing malware. One ex-
ample in this regard is the potential to form novel botnets consisting of
smart devices, allowing the remote mass-surveillance and remote control
of the devices (Wendzel et al., 2014a). Network steganography can increase
the stealthiness of mass surveillance in such situations, especially when the
number of bots in a botnet is high.

Fourth, network steganography could increase the stealthiness of illegal
data exchange, including communications we find within the darknet al-
ready today, such as the buying processes for the exchange of drugs.

Fifth, it can be expected that network steganography will influence indus-
trial espionage when it comes to data leakage. While today’s data leakage
is performed quite plainly in many cases – e.g., data is leaked via email or
USB stick – recent news have shown that steganography is indeed applied
to leak data out of organizational environments. Using network steganog-
raphy, data leakage cannot only be realized in a stealthy but also in a con-
stant manner, e.g. by intentionally leaking a small amount of data per hour.

2.9 Conclusion

This chapter laid the foundation for a unified understanding of the network
information hiding terminology and was a result of excessive discussions
within the scientific community. It addressed fundamental differences be-
tween the network covert channel, network steganography and traffic ob-
fuscation research communities so that previously used terms could be uni-
fied under the umbrella of a common discipline called network information
hiding.

In particular, this chapter discussed information concealment possibilities
in communication networks, dividing potential methods into hiding of com-
munication parties’ identities, the communication process they are involved
in or the data that they are exchanging. However, the main focus was
on techniques that enable covert communication, i.e., network steganogra-
phy/covert channels and traffic type obfuscation. A key difference between
these is how the overt communication is treated. In network steganogra-
phy/covert channel research, the overt traffic’s modification is very limited
but in traffic type obfuscation the overt traffic is altered more extensively.
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For both of these sub-disciplines, we characterized their main effective-
ness features, communication models and typical usage scenarios. Finally,
covert channel countermeasures were briefly discussed.
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Chapter 3

Motivating Advances of
Scientific Methodology in
Network Steganography

Abstract After the previous chapter introduced improvements on the fun-
damental terminology in network information hiding, this chapter further
motivates the methodological advancement of network steganography (and
network covert channels). In particular, this chapter analyzes whether (and
how) the research methodology in network steganography could poten-
tially benefit from ideas that are linked to Science 2.0. Science 2.0 aims
at using the information sharing and collaboration features of the Inter-
net to offer new features to the research community. It has been already
applied to computer science disciplines, especially bioinformatics. For net-
work steganography, the application of Science 2.0 is still a rather uncov-
ered territory. To foster the discussion of potential benefits for network
steganography, we provide a disquisition for six different Science 2.0 as-
pects when applied to this domain.

Originally published:
Wendzel, Caviglione, Mazurczyk, and Lalande (2017b, *)

* The original publication was modified and extended for this thesis.
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3.1 Introduction

This chapter uses the Science 2.0 paradigm as its core element. In short,
Science 2.0 aims at fully exploiting the Internet to enable researchers to col-
laborate and share information (e.g., ideas, experiments, datasets and scien-
tific papers) in order to increase both the volume and the quality of results,
while mitigating costs. In other words, Science 2.0 is a driver for the digital
transformation of science. Franzen argues that the digital transformation of
science is irreversible (Franzen, 2018). Such an idea is not completely new,
as it is an evolution of historical initiatives such as the Seti@Home project
(Korpela et al., 2001).

As today, one of the most successful examples of Science 2.0 is given by
myExperiment (Roure et al., 2009), which is a social website enabling to
share scholarly information and scientific workflows in the field of bioin-
formatics. Another popular attempt is Galaxy Zoo (Zooniverse, 2019) us-
ing crowdsourcing to foster the collaboration among scientists for the mor-
phological classification of galaxies. For the case of network security, there
are no Science 2.0 initiatives comparable with the aforementioned ones.
The only notable exception is given by arXiv (Cornell University, 2015), a
database of preprints of scientific papers, which contains the cs.CR cate-
gory for “Cryptography and Security”. Even if it was intended as a place to
store works from different research fields, e.g., mathematics, statistics and
physics as shown in Table 3.1, it is not uncommon to find results dealing
with computer science or network security.

We focus on network information hiding, in particular network steganography
research, i.e., a discipline of network security that tries to hide the exchange
of information on the network and that also tries to detect such stealthy
communications.1 For instance, network steganography is becoming an
increasingly popular technique for malware, which can remain stealthy for
a long time by cloaking the flows of stolen information within licit network
traffic.

When searching the 2015 arXiv pre-print’s abstracts for information hiding-
related keywords, only 8 papers contain the terms “network” and “steganog-
raphy” (network steganography is a sub-discipline of network information
hiding), 16 contain “steganography” (which is a term that includes net-
work information hiding but also other terms of information hiding, such
as hiding techniques for audio or video content), and 6 contain “covert”
and “channel” (a term to describe a hidden communication channel).

On the other hand, Figure 3.1 shows the yearly publications per search term
obtained from Google Scholar between 1996-2015. As the comparison of
both sources (arXiv and Google Scholar) indicates, the number of related
publications per year that were indexed by Google Scholar (that also in-
dexes non-open publications) is significantly higher, indicating that arXiv
is not equally covering network information hiding publications.

With regard to security, steganography definitely plays a role since it has
been used to increase the stealthiness of many hazards, for instance Internet

1As also done for the remainder of this thesis, we exclude traffic watermarking and
anonymity research from our focus.
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Category cs cs
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# papers 16179 828 28753 1558 689 8719 2541

TABLE 3.1: Statitics for arXiv pre-prints for the year 2015

FIGURE 3.1: Google Scholar hits for selected search terms (1995-2015).

malware (Mazurczyk and Caviglione, 2015). In essence, it aims at studying
techniques (and countermeasures) to inject secret data within an innocent
looking carrier. It aims at cloaking a communication within network traffic
to make any third part observers unaware of the undergoing data exchange.
Moreover, even if important, it represents a small niche of network security.
For this reason, the research community investigating network steganogra-
phy is small and conferences explicitly dealing with such results are rare.

In this perspective, Science 2.0 could be an important enabler to help the
network steganography community to reach a proper critical mass as well
as to capture more attention from academics, vendors, and professionals
working in the network security panorama. Therefore, the contributions of
this chapter are: i) to propagate a tailored discussion of Science 2.0 in the
area of network steganography in communication networks, ii) to foster the
analysis of a Science 2.0-driven collaboration, experiment design, handling
of re-inventions, tracking of progress in the research domain and potential
impacts on teaching of network steganography, and iii) to enlighten possi-
ble matches among Science 2.0 and well-defined tasks that need to be un-
dertaken by the research community dealing with network steganography.

3.2 Related Work

A large number of publications is available on scientific practice and Sci-
ence 2.0 in the age of Web 2.0. For instance, Priem and Hemminger dis-
cuss scholarly impact metrics in the social Web, called “Scientometrics 2.0"
in (Priem and Hemminger, 2010). The authors emphasize three important
uses of Scientometrics 2.0, which are the evaluation of scholars, the recom-
mendation of articles, and the study of science. In addition, the authors
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mention several limitations of the paradigm, e.g., that Web 2.0 tools are re-
placed by other Web 2.0 tools in a frequent manner and can face spam.

Various advantages and drawbacks as well as the motivation of interviewed
scientists when using Science 2.0 are highlighted in (Lin, 2012). Nattkemper
discusses the use of Science 2.0 in applied (bio)informatics and medicine in
(Nattkemper, 2012). He states that Science 2.0 is not used in its full capacity
and solutions need to provide new data analysis methods for researchers to
motivate a stronger value for them.

Franzoni and Sauermann (Franzoni and Sauermann, 2014) analyze an open
collaborative fashion of scientific research which is often called Crowd Sci-
ence. The authors identify two characteristic features of such crowd science
projects, namely open participation and open sharing of intermediate in-
puts, and then explore crowd science’s potential knowledge-related and
motivational benefits. Bücheler and Sieg study the applicability of Crowd-
sourcing and Open Innovation in the scientific context (Bücheler and Sieg,
2011) while West et al. (West et al., 2014) review the contribution and evo-
lution of Open Innovation from the history perspective. The includsion
of Crowed Science and Crowdsourcing blurs the barrier between scientists
and the population, which can bring new challenges with it (Franzen, 2018),
e.g., the evaluation of scientific material and the quality of discoveries, also
from the general population’s perspective.

Alternative forms of online publications such as weblogs and nano publica-
tions are highlighted by (Franzen, 2018). She argues that such novel publi-
cation forms, including those with post-publication review allow the faster
publication of (small) discoveries.

Laursen and Salter (Laursen and Salter, 2014) study a paradox of open-
ness where firms (but also research teams) to innovate need to collaborate
with many outside actors (research teams, organizations, institutions, etc.).
Thus, the creation of innovations requires openness, but on the other hand
the commercialization of innovations requires protection. Similar issues
are often considered for Science 2.0. Anderson discusses several potential
advantages of Science 2.0 in the conference review process for computer
science (Anderson, 2009). We will refer to selected aspects of his work in
the context of network steganography in Section 3.5.

3.3 Terminological Issues and Handling of Re-Inventions

A consistent terminology is essential for every domain to ensure the effi-
cient progress of research work and the communication between scholars.
In computer security and dependability, working groups such as the Fun-
damental Concepts and Terminology committee exist since decades to de-
velop such a unified terminology (Aviẑienis et al., 2004).

So-called re-inventions have always been a component of science (Simon-
ton, 2004). Especially due to the rapid development of different types of
steganography methods and terminological inconsistencies in this field, var-
ious ideas how to hide data were invented multiple times (Wendzel et al.,
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2015). The largest divergence in the network information hiding terminol-
ogy can be found in the valley between the terms ‘network covert channels’
and ‘network steganography’ as these overlapping areas developed various
similar/identical aspects. This thesis provides an approach to unify the ter-
minology and categorization of hiding methods in the following chapters.

Currently, another problem is that many different steganography techniques
can be utilized on a single device simultaneously. This is a consequence of
the trend of devices combining features previously covered by several sep-
arate ones. For instance, smartphones offering a high-resolution camera,
different air interfaces (e.g., Bluetooth, 3G and IEEE 802.11), and GPS. In
this scenario, known classifications are too method-specific, thus, requiring
a wider perspective. Especially, there is a need for a taxonomy allowing to
grasp all the areas in which steganography can take place, thus, demanding
for a ‘cross-layer’ scheme.

The need for the above-mentioned publications reflects the fact that termi-
nological inconsistencies are present in the research domain. Science 2.0
tools can support a clean terminology and taxonomy. For instance, a col-
laborative Wiki can be used to discuss and merge terms. A similar ap-
proach, namely using a structured website with user comments for dis-
cussion of a research topic, is applied by the software patterns2 research
community, in which patterns are discussed online (Toxboe, 2019). Patterns
can also be used to build terminological databases and taxonomies as they
can form hierarchies. In network steganography, this is still not available
and will be introduced in this thesis. In particular, the next chapters pro-
pose the creation of online platforms for pattern-based discussions in net-
work steganography. By applying these research outcomes, unintentional
re-inventions of hiding methods will not be eliminated but reduced.

On the contrary, we need to consider if there are points which speak against
the use of Science 2.0 for improving terminology and handling re-inventions.
Firstly, it could have only a moderate effect on the taxonomy of the research
domain as existing publications feature old terminology and not all new re-
search will adapt the new terminology. Secondly, online discussions can
lead to forks, i.e., novel terminological paths that may improve the existing
terminology but lead to even more terms. Thirdly, existing terminology and
taxonomy working groups are already capable to achieve a high-quality
output (e.g., (Aviẑienis et al., 2004)) without using Science 2.0 methods.

Thesis Context: The previous chapter improved the fundamental terminol-
ogy for network information hiding, especially network steganography. Dur-
ing the next chapters, abovementioned patterns for hiding methods are pre-
sented. These patterns are introduced in Chapter 4 and provide an improved
terminology and taxonomy for network steganography techniques.

2Software patterns are abstract descriptions of solutions to problems in a given context;
they originate from the field of architecture. For instance, a pattern can describe a user-
interface (solution) for a website (context) to achieve a suitable way to insert specific data
(problem).
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3.4 Experiments and Replications

Experiments in network steganography can be represented by two cases.
Firstly, those experiments that test and measure the quantitative and quali-
tative aspects of hiding methods. Secondly, experiments that test and mea-
sure the quantitative and qualitative aspects of countermeasures for hiding
methods. As reported in (Wendzel et al., 2015), more than hundred tech-
niques for network covert channels are known. Also, a plethora of counter-
measures are known for these techniques. For only few of these techniques,
researchers can directly access and modify proof of concept implementa-
tions, experimental data, and exact workflow descriptions.

Collaborative Experiments Science 2.0 provides various online solutions,
such as the mentioned MyExperiment (Roure et al., 2009) which allows the
detailed description of particular scientific workflows. In network steganog-
raphy, such workflows need to include information about the configuration
of proof of concept codes, network interfaces, virtual machines, data to pro-
cess, and all other components of the experimental design. The community
can help to review experimental setups and can thus help to improve these
before research work is actually submitted.

Collaborative tools such as Github (Github, 2019) allow the easy sharing of
code and forking of software projects. Nevertheless, there is no effort for
formalizing the set of inputs and to support the execution of experiments
for a perfect reproducibility. New tools with less development functionali-
ties but with better collaborative aspects for research appeared. For exam-
ple, HubZero (McLennan and Kennell, 2010) allows to build a light virtual
environment and to upload the software code of an experiment. Then, this
environment acts as a module and can be called by other modules in or-
der to benefit from the service. Each module, published under open source
license, allows to produce new derivative experiments and obtain results
using a physical back-end supporting the infrastructure. The platform re-
duces software and licensing costs for external researchers but (long-term)
maintenance costs still remain for HubZero.

A variety of Science 2.0 tools to support experiments have been developed
by physicists and biologists. These tools are barely used in information se-
curity, including network steganography. The reasons for non-use are: i)
the lack of a common format for scientific data, ii) the lack of software com-
ponents which can be run to conduct related experiments, and iii) the lack
of detailed workflow descriptions which can be integrated into platforms
such as MyExperiment. The adoption of Science 2.0 tools into the network
steganography domain will be a clear advantage if these previous aspects
can be improved by the research community.

In a further step, experimental setups could most easily be shared as vir-
tual machines including pre-configured testbeds. Alternatively, research
institutions with a strong focus on network steganography could provide a
publicly accessible shared testbed for network steganography techniques to
which every institution could contribute own (virtualized) machines which
feature testbed setups. Such a research infrastructure will require massive
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and long-term funding which could be a strong limitation. Possibly existing
unused infrastructure could be utilized for such testbeds to reduce costs.

By releasing both covert channel tools and countermeasures tools under
OSS licenses, e.g. as done in case of CCEAP (Wendzel and Mazurczyk,
2016), the research community could evaluate them in a comparable man-
ner and experiments could easily be reproduced by third parties. Therefore
Science 2.0 could form a common “battleground" to enable reliable compar-
ative analysis of new and existing approaches for network hiding methods
detection.

Legay Experimental Software Satyanarayanan reports about a project that
archives legacy software to conserve historical scientific findings, including
transcriptions from printed code to digital media (Satyanarayanan, 2018).
Satyanarayanan moreover mentions related problems such as comparing
legacy experimental results with results computed on modern hardware
which, e.g., does not produce the same rounding errors during calculations.
Another highlighted aspect is investigating false scientific results to deter-
mine whether calculation errors were caused by a researcher (e.g. entering
the wrong formula in a spreadsheet tool) or by the legacy software itself
that he or she has used.

The availability of legacy experimental environments and software would
also be relevant to replicate experiments in network steganography, e.g.
those conducted between the 1980’s and the mid-2000’s as well as younger
experiments once they do not run on state-of-the-art computers anymore.
However, due to the networked nature of the topic, it would become neces-
sary to setup the network infrastructure in the same way, i.e., running the
same old network cards and links (e.g., 10base2), outdated TCP/IP stacks
including their bugs and so forth. While the general replication of an ob-
served phenomenon might not require such old hardware, it would be re-
quired to falsify legacy experiments with certainty and in a way that it can
be shown whether a scientist or a software/hardware caused false results.
Even if old experiments do not directly apply to modern network envi-
ronments, legacy results and replications could be useful on a meta-level.
For instance, if an outdated network protocol has shown to be vulnerable
to a certain type of covert channel, a study focusing on a currently used
network protocol could benefit from the old results if both protocols show
similarities in their specification (protocol design).

Thesis Context: This thesis contributes to the challenge of reproducing legacy
experiments by introducing a way to unify the description of experiments
(Chapter 7). These descriptions render experiments easier to compare by de-
manding certain properties to be described. They also aid the later replication.

Replication Studies Replicability in science refers to the capability of hav-
ing different researchers conducting the same experiments as were origi-
nally conducted by some other researchers (Bajpai et al., 2019). (Glöckner
et al., 2018) discuss problems related to replication studies in Psychology.
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Their main points are that there is a need for an exact specification and re-
vision of theories, a culture of transparent and acceptance of fallibility of
revisions for empirical studies and theories; integration of such a culture
in academic education; and establishment of joint and de-central databases
for evidence-based and theoretical results. The authors moreover summa-
rize the following fundamental problems based on related work: i) a lack
of replicable experiments (only 36% of results are estimated to be replica-
ble in Psychology; Psychology has established journals which link replica-
tion studies and replication projects), ii) the presentation of only selected
experimental results, methods, analyses and studies, iii) incomplete doc-
umentation of experiments, gained data, questionnaires etc., iv) the post-
hoc generation of hypotheses and explanations for obtained results, v) the
use of sample sizes which are too small, vi) lack of independent falsifica-
tion of results that leads to their publication, vii) explicit decisions not to
publish results that are not conforming with previous findings (similar to
point ii). Moreover, the authors desire to make science more efficient, that
is optimizing the process of researching in a way that makes optimal use
of resources (budget, hardware, staff) provided by the society. The authors
report that even fundamental psychological effects that were published in
papers with > 1000 and > 3000 citations could not be reproduced, lead-
ing to their removal from textbooks (Glöckner et al., 2018).3 Moreover,
the authors ask the question of when replication studies can be consid-
ered as valid and acceptable (this is especially depending on the original
formulation of a hypothesis’ conditions and discussed based on Popper’s
work on the logic of scientific discovery from 1934). Several solutions are
proposed to improve the situation, e.g., making all research material and
statistic findings publicly available through platforms such as Curate Science
(http://curatescience.org), introducing the open science paradigm
stronger into the university education and let students perform replications
in their theses, or providing public funding for replication studies and repli-
cation databases/theory databases that link results. They moreover high-
light upcoming problems, e.g., deciding who is allowed to decide whether
a proposed replication study or theory can enter such a database.

All of the abovementioned problems are relevant to network steganogra-
phy, resulting in very similar needs – be it the detailed description of ex-
perimental results, the provision of material, including code, and the fos-
tering of a culture that values experimental replications. During reviews,
code and dataset are often not provided, and experimental setups are lack-
ing detailed descriptions. However, while the provision of such material
might increase the efficiency of science in general, it is linked to a higher
effort of the individual researchers as they need to provide additional ma-
terial (code, documentation, datasets, ...) for a review process. Moreover,
such a method requires reviewers to spend more time for review processes,
which is unrealistic, given that the amount of papers reviewed by estab-
lished scientists is already demanding. However, it could be considered

3Recently, discussions regarding the motivation of publishing fake results arose. Most
researchers focus only on the validity of research as motivations are difficult to analyze.
However, for brief coverage of potential motivations see (Schneier, 2019). Several hints for
achieving replicability (and reproducibility) in computer networking research were summa-
rized in the Dagstuhl Beginners Guide to Reproducibility for Experimental Networking Research
(Bajpai et al., 2019).
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feasible to demand improved experimental descriptions and provisions of
code by ranked journals and conferences. In turn, this would decrease the
number of papers to be reviewed (as more time would be required to pre-
pare a submission and fewer papers would suffice the minimum require-
ments for submission) and would eventually allow a more detailed review.

Thesis Context: Problems i and iii of Glöckner et al. and – indirectly – scien-
tific efficiency are addressed by this thesis in the following ways: the proposed
pattern-based terminology and taxonomy (Chs. 2 and 4) as well as the review
framework (Chapter 5) help to prevent scientific re-inventions as a unified un-
derstanding of terms (and their relations to each other) and a review process
that explicitly checks for recurring ideas (patterns) counter the publication of
redundant ideas under different terms. Moreover, patterns support aliases,
which allow the inclusion of multiple previous terms under one pattern so
that no existing ideas are left out and a reference to legacy terms is provided.
Scientific re-inventions are costly and, thus, limit scientific efficiency. For this
reason, the approaches of this thesis indirectly support scientific efficiency.
The introduced unified description method (Chapter 6) renders experiments
comparable and serves as a fundamental element to support replications. With
the WoDiCoF project (Chapter 7), this thesis additionally presents a testbed
that can be used to conduct such replications. However, this thesis does not
aim to provide a solution for deciding whether a replication study can be con-
sidered valid. WoDiCoF could be extended to serve as a platform comparable
to Curate Science but it must be noted that Curate Science provides a much
broader scope and an equivalent to Curate Science would be a platform for
replication studies in the whole information security domain while WoDiCoF
is limited to network steganography.

Competition and Overhead However, we also identified several difficul-
ties for Science 2.0-driven experiments, especially for young researchers
with a restricted budget.

Science 2.0 tools, especially in open communities, require individual scien-
tists to share their insights, experimental setup details and tools. Providing
these information means to give away an advantage, which is important
for especially younger scientists who need to establish a unique profile in
the community in order to reach a permanent position in academia.

The overhead of work to make experiments usable by other researchers
could be too high for convincing researchers to publish their experimental
systems (code, workflow descriptions, etc.). Processed data may be confi-
dential, especially if captures of real network traffic are used, which may
contain hidden messages from real attackers.

In addition, as Science 2.0 lowers the barrier for interacting with other re-
search projects, it could become increasingly tempting for individual re-
searchers to join a large number of research projects simultaneously. As
stated by Bertolotti et al., multi-team memberships of R&D teams do not
solely lead to advantages but also to challenges for these teams (Bertolotti
et al., 2015). For instance, if one researcher allocates little time on one of his
many projects but some particular project demands his contribution, the
progress made by the project can be decreased.
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3.5 Tracking and Fostering Research Progress

The network steganography community is small in comparison to many
other communities of information security. Its size may enable the manual
tracking of the field’s progress by a single researcher.

Tracking for Individuals Manual tracking consumes a larger percentage
of the researcher’s time. The support of Science 2.0 tools enables the faster
tracking of the domain’s developments. Science 2.0 tools are already used
by a larger number of steganography researchers as the presence of online
profiles reveals. However, as also reflected in (Van Noorden, 2014) the pop-
ularity of various Science 2.0 platforms differs significantly. For instance, in
the field ‘science and engineering’ more than 90% of the researchers who re-
ported to Nature said they are at least aware of Google Scholar (Google Inc.,
2015) (or visit regularly) while less than 20% of the scholars were aware
of Microsoft Academic Search (Van Noorden, 2014). A stronger use of the
available tools will benefit the research domain. In addition, the scientific
progress can be accelerated while allowing its tracking when Science 2.0 is
used for the review process.

Fostering Research Progress Websites and apps such as Google Scholar,
ResearchGate (ResearchGate, 2019), Overleaf (Overleaf, 2019), Authorea (Au-
thorea, 2019), HubZero (McLennan and Kennell, 2010), PLOS (Public Li-
brary of Science, 2019) and Mendeley (Mendeley Ltd., 2015) provide refer-
ence managers, tools to read and annotate publications, and various ways
for scientific collaboration. These platforms allow to track either particular
researchers of a domain or a whole domain itself, for instance, by subscrib-
ing to search terms. Moreover, these platforms introduce evaluation met-
rics on the level of single articles and papers, e.g., PLOS’ Article Level Met-
rics (ALMs) partially replace the classical journal Impact Factor) (Franzen,
2018). However, such metrics include “mentions” in journalistic online
media, social networks or Wikipedia, rendering these article metrics de-
pendent on public reception. For this reason, such metrics should not be
considered a trustworthy value for assessing the scientific quality of contri-
butions (Franzen, 2018).

Joint online writing and tools to perform experiments can help especially
narrow fields to become more mature due to collaboration. In addition,
such online collaboration tools increase the chances of individual authors
for finding international co-authors. This factor is important as papers
with multi-national authors increase the likeliness of citations (Khor and
Yu, 2016), while citations and related research indicators influence research
policies and performance incentives such as funding allocation (Kosten,
2016).

Another aspect of research progress tracking is the review process. Ander-
son suggests to improve the transparency of the review process in (Ander-
son, 2009). One of his suggestions is that all reviewed papers of a conference
should be published online. Without Science 2.0, accepted papers appear
in proceedings and journals while rejected paper will not appear although
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they can still contribute significantly to research. For this reason, Ander-
son states that the research community is worse off if rejected papers remain
unpublished (Anderson, 2009). This argument is supported by Mogul’s
statement that computer science reviewing is becoming increasingly “hyper-
critical” (Mogul, 2013). Additional evidence and discussion on this prob-
lem is provided by Meyer in (Meyer, 2011). Anderson mentions the fact
that with the current system, some authors tend to submit unfinished work
in the hope to get it accepted nevertheless. In network steganography, for
instance, some submitted papers lack a strong evaluation or a proof of con-
cept implementation. If even rejected submissions will be published on-
line, authors may not want to see their names on their own publications as
these are unfinished (Anderson, 2009). In this context, Science 2.0 can in-
crease the quality of submissions by preventing intentionally low-qualified
papers which are submitted only to receive review feedback. Instead of
publishing unfinished work, ongoing work can be developed online to-
gether with other scientists before it will be submitted. Overall, such ap-
proaches, including the community review of web publications (Anderson,
2009; Mogul, 2013), could speed up the progress in steganography while
also easing progress tracking.

However, novel science 2.0 review methods such as post-publication peer
review or public peer review by PubPeer (The PubPeer Foundation, 2019)
(and similar platforms) can shift the review process away from a purely
scientific basis as they allow the inclusion of reviews conducted by non-
scientists (Franzen, 2018).

Required Effort As already mentioned, Science 2.0 tools enable a faster
tracking of the domain’s progress. However, the field of network steganog-
raphy may be too small for the utilization of multiple Science 2.0 tracking
tools to be profitable for the individual researcher. In addition, the re-
searchers’ time to maintain online scientific data on several webpages or
tools could require more time than the manual tracking itself. For instance,
maintaining online research profiles requires the researcher to list his publi-
cations in each platform and to correct errors of automatically detected arti-
cles. Participation via Science 2.0 means to read and publish online discus-
sions, to review peer’s articles in various other platforms, and to perform
collaboration using different tools at the same time. The combination of all
these tasks can lead to a large overhead. Novel review forms such as pub-
lic peer review exist but are linked to clear limitations, e.g., non-scientists
performing reviews.4

4For this reason, the proposed pattern-based review process presented in this thesis is
embedded into the traditional academic peer-review.
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Thesis Context: This thesis fosters the academic peer-review process by
the framework provided in Chapter 5 which aims to prevent scientific re-
inventions and eases the peer-review process with a public database of hid-
ing patterns. The framework can be used jointly with the unified descrip-
tion method that is proposed in Chapter 6 and which can be requested to be
used by authors using reviewer comments. This way, the unified description
method ensures that no essential aspects of a novel hiding method are left out
in a scientific publication. Both contributions additionally ease the tracking of
progress in the research domain.

3.6 Standardization

In network steganography there is a tight relation between the hiding method
and carrier: the injection of hidden information primarily takes place by ex-
ploiting features of software implementations and protocol behavior with
respect to the protocol’s specification. In order to hide data within network
traffic, precisely understanding how and where the needed information is
stored within the related flow of packets is a mandatory step. At the same
time, scientific literature already proved that there exists no general coun-
termeasure to limit all forms of network steganography. For this reason,
each hiding method must be carefully studied.

From Standards to Countermeasures By addressing steganography early
during the design phase (e.g., by using formal methods such as the Shared
Resource Matrix (SRM) (Kemmerer, 1983)) it should be possible to develop
protocols more robust against data hiding. A tight interaction among re-
searchers and developers could prevent issues, such as packets with un-
needed fields or ambiguous meanings, which are a primary target for the
injection of cloaked information. In this perspective, Science 2.0 would im-
prove the pollination across academia and standardization bodies, which
often neglect more theoretical and “what if" cases in favor of well-agreed
implementations or practices. Thus, the collaborative nature of Science 2.0
could make the scientific pipeline (e.g., the process ranging from research
planning to publication of results) more accessible. For instance, the stan-
dardization world can request and suggest ad-hoc tests, while the scientific
world can perform state-of-the-art analysis on protocols albeit in an alpha
phase.

For the case of Internet protocols, researchers and network/software engi-
neers can collaborate through Science 2.0 tools in order to assess steganog-
raphy risks early during the design stage. From the viewpoint of evaluating
novel data hiding attacks, the access to the needed information is already
possible by retrieving the proper Request for Comments, which are made
publicly available by the Internet Engineering Task Force (IETF). One of IETF’s
founding rules is rough consensus and running code, what makes IETF a stan-
dardization body already compliant with the Science 2.0 paradigm. As con-
sequence, this has two major implications: i) attackers and researchers have
access to precise information about protocols and prototype implementa-
tions avoiding the need of performing reverse engineering or toy set-ups to
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test the effectiveness of their network steganography methods, and ii) the
standardization process is open to all participants, thus, enabling to early
address steganographic threats during the development phase. In other
words, when designing new protocols, addressing ‘security’ is mandatory
for IETF.

In this perspective, the adoption of the Science 2.0 paradigm can boost the
cooperation among the two worlds having positive impacts, such as: mak-
ing the standardization community more aware of steganographic threats,
establishing trial-and-error cooperation to mitigate the features that can be
exploited for data hiding, and providing an unified and coherent knowl-
edge to be used for the development on countermeasures. This is an im-
portant outcome as it can increase the chances of having countermeasures
handled within the standardization pipeline and, eventually, increase their
diffusion and adoption. Finally, pattern-based countermeasures could be
developed to combat sets of hiding techniques with one logical approach.
It is also imaginable to ‘transform’ one countermeasure to counter other
covert channel techniques as originally desired.

Efforts for the Standardization Process Being able to actively participate
in standardization activities, especially during the design phase of network
protocols, requires both formal and technical knowledge. To this aim, Sci-
ence 2.0 can improve the credibility of a (group of) scientist(s) but could
fail to support claims to be pushed in the standardization pipeline. In fact,
experimental set-ups are still only a starting point while standardization
needs working prototypes and solutions rising a wide interest. Addition-
ally, a standardization process requires the support of companies that have
a strong interest to see the proposed standards adopted. These latter should
have a major role in key sectors like telecommunications or the Internet of
Things, where pushing countermeasures into new standards would have
an impact. Using collaborative tools or open licenses may result in a con-
flict with these companies’ policies and reduce the global effort in a stan-
dardization process where countermeasures would be seen as additional
constraints for developing business.

Finally, transferring one countermeasure to work with another type of covert
channel must be studied in detail for all types of covert channels, optimally
in a pattern-based manner. Although this would require less effort than the
development of new countermeasures for every single hiding technique, it
will still be linked to a large amount of work with unclear outcome.

Thesis Context: This thesis addresses the problem of creating countermea-
sures for hiding techniques for which there is currently no known counter-
measure. The so-called countermeasure variation is introduced in Chapter 8 and
‘transforms’ one countermeasure to a new pattern, i.e. it works on the basis of
hiding patterns, and is experimentally evaluated for two specific countermea-
sures and multiple patterns.
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3.7 Teaching in Higher Education

Only few courses on network steganography can be found at the under-
graduate or graduate level (e.g., Master’s level courses at the Warsaw Uni-
versity of Technology since 2012). Teaching is essential to keep the research
domain alive and to allow its growth.

As mentioned in the previous chapter, network steganography methods are
increasingly utilized for achieving hidden communication setups by vari-
ous types of malware. This fact makes it important to incorporate lectures
about steganography techniques, the threat they pose and possible coun-
termeasures as an essential part of information/network security courses.

Designing Network Steganography Lectures Teaching of network stega-
nography should be included at different levels of education including spe-
cialized courses for security professionals. The sooner the knowledge about
recent advances in network steganography methods and countermeasures
is disseminated among scientists, students and security professionals the
higher the awareness and sensitivity for such threats. This is where Science
2.0 could play a significant role.

However, there are no unified methods to teach network steganography, es-
pecially when laboratory experiments must be performed (e.g., determin-
ing the capacity of a covert channel). As mentioned before, experimental
setups and code are often not available. Hence, teaching cannot profit from
it.

Teaching and Science 2.0-based Learning Social networks dedicated to
self-learning tools like Massive Open Online Courses (MOOC) can be con-
sidered a core component of a Science 2.0-based learning. Using a creative
common license to distribute courses supports the dissemination of ma-
terials and increases their visibility. Online courses could be created by
cooperating groups that are specialized in network steganography. This
would enable a detailed coverage of the most important aspects of this field.
For the setup of testbeds with the already mentioned Science 2.0 solutions,
such as myExperiment and HubZero, or tailored open source tools such as
CCEAP (Wendzel and Mazurczyk, 2016), experimental setups can easily be
made accessible to students and used for teaching purposes.

Nevertheless, ensuring the quality of online lectures and the easy appli-
cation of available experiments in local setups can be difficult. Scientific
experiments are designed in a detail level that is often too difficult to be
used on an undergraduate level. Implementing hidden channels requires
to know precisely the target programming language of the hosts (Java un-
der Android, C for a regular Linux process, etc.) and to have advanced
knowledge of networks. The amount of required knowledge and the pro-
gramming skills could make it difficult to obtain an online course which is
understandable, especially for MOOCs.
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3.8 Required Effort for the Research Community

Compared to other research topics (e.g., network security intended as a
monolithic area), the volume of works dealing with network steganography
is quite modest, as also demonstrated by terminological issues (Wendzel
et al., 2015). Therefore, the knowledge in terms of papers and prototypes
needing to be migrated over Science 2.0 platforms could be easily handled
by the research community. Figure 3.1 already highlighted the yearly pub-
lications per search term obtained from Google Scholar. Due to this still
rather low number of publications, the effort to port past papers and re-
search results into a Science 2.0 area could be feasible and could help poten-
tially emerging network steganography into a Science 2.0-native discipline.

Nevertheless, groups performing research on network steganography ap-
pear as highly segmented. For instance, there are excellences studying the
threat in smart buildings, mobile devices and in Voice over IP (VoIP) pro-
tocols. The migration of results towards a Science 2.0 approach requires
cooperation and trust between the participating researchers.

These requirements could become a hurdle for achieving the cooperation of
a larger number of research groups. A virtualized and segment-overlapping
framework based on Science 2.0 would help research groups to have a
greater critical mass, achieving a wider knowledge and develop more so-
phisticated methods and countermeasures. Moreover, papers may in future
be authored by a larger number of researchers which are participating in the
scientific process, resulting in lower career value for each author.

3.9 Conclusion

We highlighted six Science 2.0-related aspects and discussed their potential
influence on network steganography. We see benefits of Science 2.0 for this
research domain although the mentioned hurdles exist and several draw-
backs must be considered. The size of the community, the inter-disciplinary
nature of the field, the requirement of experimental setups and the links
with standards and teaching facets result in a majority of the provided ar-
guments. In particular, the bridge between reusable academic experiments
and the effort in the standardization of countermeasures requires to have
development and collaborative tools to structure the research community.
For monitoring and disseminating the research results, Science 2.0 efforts
are already ongoing.
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Chapter 4

Hiding Patterns

Abstract After the first two chapters provided an improved fundamental
terminology and taxonomy as well as a motivation for the methodologi-
cal advancement in network steganography, this chapter will introduce the
core element of this thesis: hiding patterns. Hiding patterns are applied on
the level of hiding techniques and enable the methodological advancements
of following chapters.

Within the last decades, various techniques for covert channels arose. We
surveyed and analyzed 109 techniques developed between 1987 and 2013
and show that these techniques can be reduced to only 11 different pat-
terns. Moreover, the majority (69.7%) of techniques can be categorized in
only four different patterns, i.e. most of the techniques we surveyed are
very similar. We represent the patterns in a hierarchical catalog using a pat-
tern language. Our pattern catalog will serve as a base for future covert
channel novelty evaluation. Furthermore, we apply the concept of pattern
variations to network covert channels. With pattern variations, the context
of a pattern can change. For example, a channel developed for IPv4 can
automatically be adapted to other network protocols. We also propose the
pattern-based covert channel optimizations pattern hopping and pattern
combination. Finally, we lay the foundation for pattern-based countermea-
sures: While many current countermeasures were developed for specific
channels, a pattern-oriented approach allows to apply one countermea-
sure to multiple channels. Hence, future countermeasure development can
focus on patterns, and the development of real-world protection against
covert channels is greatly simplified.

Originally published: Wendzel, Zander, Fechner, and Herdin (2015)
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4.1 Introduction

As mentioned during the first two chapters, a large amount of research was
accomplished within the last decades to evaluate attributes of network pro-
tocols (e.g. IPv4, IPv6, TCP, and HTTP) regarding their potential to hide
information. On the other hand, only little work exists on providing a gen-
eral, protocol-independent approach. Although coarse categorizations of
network covert channel techniques exist (Zander et al., 2007a; Meadows
and Moskowitz, 1996; Shen et al., 2005; Llamas et al., 2005; Zhiyong and
Yong, 2009), no comprehensive and current catalog of the existing tech-
niques is available.

Moreover, current techniques to counter network covert channels focus on
single covert channels instead of common characteristics of multiple chan-
nels. The combination of dozens of countermeasures is required to achieve
an acceptable protection, which is problematic in practice.

We consider a taxonomy for covert channel techniques very important in
order to provide a framework to classify current and future research in the
field, to determine similarities between techniques and to streamline the
identification of novel countermeasures.

Patterns are a universal technique, which can be used to create taxonomies
in a generic manner (Fincher et al., 2003). In particular, the Pattern Language
Markup Language (PLML) provides a consistent formalization of pattern de-
scriptions and is the standard pattern language in the human computer
interaction field (Fincher et al., 2003).

We apply the approach of pattern languages to network covert channels, ex-
tract common patterns for hiding techniques and combine them in a novel
hierarchy. In comparison to existing taxonomy approaches, we also cover
covert channels from 2009 to 2013.1 The focus of our pattern catalog is less
on technical aspects but on the common abstract behavior of covert channel
techniques, which is also a difference to existing categorizations.

We describe the identified covert channel patterns using an extensible PLML-
based pattern catalog. Our catalog simplifies the future classification and
novelty evaluation of upcoming covert channels. Only hiding techniques
which require the integration of a new pattern into the catalog are very
novel, others are simply variations of existing patterns. We show that the
surveyed techniques can be reduced to only 11 different patterns. More-
over, the majority (69.7%) of techniques can be categorized in only four
different patterns, i.e. most of the covert channel techniques we surveyed
are very similar. Furthermore, our pattern catalog represents a systematic
approach for identifying network covert channels in protocols in order to
overcome the problem of requiring an exhaustive search (Sadeghi et al., 2012).

In addition, we present the idea of pattern variation. Pattern variation is
based on pattern transformation (Engel et al., 2011; Engel et al., 2013), which
allows authors and developers to alter the existing context of a pattern. For

1The original paper that serves as the basis for this chapter was submitted to ACM CSUR
in 2014 and published in 2015. In follow-up papers, we evaluated more recent publications,
cf. Chapter 6.



4.2. Related Work on Covert Channel Classification 49

instance, a desktop browser interface pattern can be transformed to a user
interface pattern for mobile devices and vice versa, i.e. the context changes
from desktop to a mobile device (Engel et al., 2011).

Pattern variation is the first transformation-like approach for covert chan-
nels. We define the utilized network protocol as the pattern’s context. Thus,
a pattern’s application can change from one network protocol to another –
without re-implementing the hiding technique itself.

We also explain the improvement of pattern-based covert channels by in-
troducing the concepts of pattern combination and pattern hopping. Pattern
combination allows to use multiple patterns at the same time (e.g. for a sin-
gle network packet or frame) to increase throughput while pattern hopping
randomizes the use of patterns over time to increase stealthiness.

Furthermore, we motivate the development of countermeasures for net-
work covert channels based on patterns. With patterns, covert channel pro-
tection in practice will become more realistic as the number of required
countermeasures can be reduced greatly by targeting hiding techniques
represented through generic patterns instead of aiming at specific hiding
techniques.

The remainder of this chapter is structured as follows. Section 4.2 discusses
previous taxonomies while Section 4.3 explains the concept of patterns and
their use in our taxonomy. We introduce the identified covert channel pat-
terns and our hierarchical pattern catalog in Section 4.4 and present our
concept of pattern variation in Section 4.5. Section 4.6 motivates and dis-
cusses pattern-based countermeasures. A conclusion follows in Section 4.7.

4.2 Related Work on Covert Channel Classification

We now describe existing surveys and classifications of network covert
channels, and how our novel pattern-based classification improves on these.

An early taxonomy of covert channels in multilevel security systems (MLS)
was presented by Meadows and Moskowitz (Meadows and Moskowitz,
1996). Covert channels were associated with four different contexts based
on the service conditions in which they occur: High-to-low service covert
channels, low-to-high service covert channels, shared service covert chan-
nels, and incomparable service covert channels. The taxonomy in (Mead-
ows and Moskowitz, 1996) concentrates on early covert channel techniques
that break security policies but do not necessarily provide stealthy commu-
nication. Our work focuses on network covert channels and on their hiding
techniques instead of the service conditions in which they appear.

Shen et al. classified local covert channels and proposed the idea to counter
local covert channels based on their characteristics (Shen et al., 2005). In
comparison, our work discusses network covert channels and provides a
hierarchical and more extensive categorization.

Llamas et al. surveyed covert channels in Internet protocols (Llamas et al.,
2005). The first part of their paper covers fundamentals of covert chan-
nel research for both, local and network covert channels. The second part
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summarizes publications on network covert storage and timing channels in
TCP/IP protocols. However, (Llamas et al., 2005) merely lists the different
covert channels and makes no attempt to categorize them.

In 2007, Zander et al. (Zander et al., 2007a) published a comprehensive sur-
vey on network covert channels. The work covers the terminology, adver-
sary scenario, covert channel techniques and countermeasures. Moreover, a
categorization is applied which differs between channels taking advantage
of unused header bits, header extensions and padding, the IP Identifier and
the Fragment Offset, the TCP Initial Sequence Number (ISN), checksum
fields, the Time to Live (TTL) field, the modulation of address fields and
packet lengths, the modulation of timestamp fields, packet rate and tim-
ing, message sequence timing, packet loss and packet sorting, frame colli-
sions, ad-hoc routing protocol-based techniques, Wireless LAN techniques,
HTTP- and DNS-based techniques, application layer protocol-based chan-
nels and payload tunneling. The categorization in (Zander et al., 2007a) is
fine-grained: channels are not only categorized by their underlying tech-
nique, but also by the protocol layer they operate on. Also, (Zander et al.,
2007a) does not provide a hierarchy or a standardized pattern definition.

Zhiyong and Yong proposed a taxonomy based on entropy, and their work
is the closest to our own (Zhiyong and Yong, 2009). Each channel falls into
one out of three categories depending on the ‘source’ used to encode the
covert data: variety entropy, constant entropy or fixed entropy. As in our
own work, (Zhiyong and Yong, 2009) motivates the development of preven-
tion techniques with a focus on covert channel categories instead of single
techniques. We propose a hierarchical and more fine-grained categoriza-
tion, which is not based on entropy but on the actual hiding techniques.
While the development of more detailed and particular countermeasures for
the provided classification was left for future work in (Zhiyong and Yong,
2009), our categorization enables more practical countermeasures that can
address covert channel patterns.

We define an improved network covert channel taxonomy based on the pat-
tern language PLML/1.1 and present the concepts of pattern variation, pat-
tern combination and pattern hopping. Pattern variation allows the adap-
tion of one hiding technique to arbitrary network protocols. Pattern com-
bination allows to simultaneously use multiple patterns for a single PDU
(e.g. a single network packet) or for a sequence of PDUs, while pattern hop-
ping randomizes multiple pattern-based covert channels to improve stealth-
iness. Pattern hopping enables a channel to adapt itself to changing condi-
tions in networks (e.g. switching to another pattern if one pattern is blocked).
Another advantage over the existing surveys is the fact that we also include
publications from 2009 to 2013 into our categorization. Besides presenting
the patterns, we also discuss countermeasures in the context of the identi-
fied patterns.
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4.3 Pattern-related Fundamentals and Their Taxonomy
Use

After introducing fundamentals and related work on covert channels, we
now cover the fundamentals of patterns and pattern languages. More-
over,we describe our use of PLML.

4.3.1 Patterns and Pattern Languages

Graphical notations like UML 2.0 are powerful modeling languages for
the description of specifications and the subsequent documentation (Ob-
ject Management Group (OMG), 2010) but only represent the end result of
the design process. Since the late 70s patterns, in comparison, enable the
successful documentation of design decisions during the development pro-
cess. In 1977, Alexander introduced first design patterns for solving prob-
lems in architecture and urban planning (Alexander et al., 1977). Eighteen
years later, the Gang of Four (GoF) transferred the pattern concept to the
domains of software architecture and software engineering (Gamma et al.,
1995). Today, patterns are also used in fields of human computer interaction
(HCI) research (Fincher et al., 2003), usability engineering (Marcus, 2004),
user experience (Tiedtke et al., 2005), task modeling (Gaffar et al., 2004), and
application security (Yoder and Barcalow, 1997).

As shown in Figure 4.1, all patterns represent a relation between a certain
design problem and a solution in a given context. The problem is a descrip-
tion of the issue to be solved. The solution refers to a specific design that
solves the given problem. The context describes a repetitious set of cases in
which the pattern can be used.

The use of patterns has a number of advantages (Seffah, 2010): patterns
are simple and easily readable for designers, developers and researchers,
and they are useful for the collaboration between the people involved. Fur-
thermore, patterns are based on established knowledge and capture funda-
mental principles for good designs. Patterns also specify requirements in a
general way that allows different implementations of the same pattern.

Problem
(hiding information)

Problem
(transfer of information
in a stealthy manner)

Context
(a given

network protocol)

Pattern
Solution

(a particular
hiding technique)

FIGURE 4.1: The concept of patterns
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4.3.2 Utilization of PLML for a Covert Channel-based Taxonomy

In order to ensure a certain standard, patterns are summarized in a so-called
pattern catalog (Alexander et al., 1977). A catalog of related patterns that
belong to a common domain is a so-called pattern language (Seffah, 2010).
Today, widely accepted pattern catalogs exist in the field of HCI, such as
the catalogs presented by van Welie (Welie, 2001), Tidwell (Tidwell, 2009),
and van Duyne (Van Duyne et al., 2007). However, these pattern catalogs
are described in different styles.

To enable the clear definition and comparison of patterns, so-called schemes
were introduced (Alexander et al., 1977). These schemes are divided into
sections of textual and graphical descriptions. However, no standardized
description of pattern scheme attributes existed, as numerous pattern cat-
alogs were created, based on a different understanding of attributes. Due
to these inconsistencies, searching and referencing patterns across differ-
ent catalogs is difficult. To overcome this problem, a standardized pattern
language was developed based on XML: the Pattern Language Markup Lan-
guage (PLML) v. 1.1 (Fincher et al., 2003). PLML unifies and standardizes
the schemes of different authors with the help of XML tags. Each XML tag
represents a part of the scheme. Table 4.1 describes the tags from the PLML
1.1 we used to define covert channel patterns.

Tag Description

<pattern id> Identifies a pattern within the particular catalog.<name> A correct assignment of a name for each pattern is
important for the retrieval of a pattern when the
pattern becomes part of a second catalog.<alias> Patterns can have different names, which are spec-
ified in the <alias> tag. The alias tag helps to find
the same pattern when the pattern has different
names in different catalogs.<illustration> An application scenario for the pattern.<context> Specifies the situations to which the pattern can be
applied.<solution> Describes the solution for a problem to which the
pattern can be applied. The attributes problem and
context (cf. Figure 4.1) are usually blurred but often
not separated into two attributes.<evidence> Contains additional details about the pattern and
its design. Moreover, the tag can contain examples
for known uses of the pattern.<literature> Lists references to publications related to the pat-
tern.<implementation> Introduces existing implementations, code frag-
ments or implementational.

TABLE 4.1: Used PLML/1.1 Attributes
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4.4 Classification of Covert Channel Patterns by using
PLML

We evaluated the covert channel research of the last decades and classified
the 109 evaluated covert channel techniques into 11 abstract patterns.

4.4.1 Coverage of Techniques

To select the most significant covert channel techniques for our pattern cat-
alog, we took the existing surveys by Llamas et al. (Llamas et al., 2005), Zan-
der et al. (Zander et al., 2007a) and Zhiyong and Yong (Zhiyong and Yong,
2009) into account and included the referenced publications in our evalu-
ation. Moreover, we cover additional papers with a significant amount of
citations or novelty that were not mentioned in the surveys (e.g. because of
their later publication between 2009 and 2013).

4.4.2 Pattern List

We now describe all patterns. For better readability, in the following tex-
tual presentation of the pattern catalog we merged the content of the liter-
ature and evidence attributes in the evidence attribute and removed pattern
attributes from PLML which are either redundant or not pertinent to our
contribution. Some papers propose various techniques belonging to the
same pattern (e.g. (Lucena et al., 2006) presents 10 hiding techniques form-
ing part of the Add Redundancy pattern). In such cases, we do not mention
all techniques explicitly.

For some patterns less than three use cases exist in the literature. In such
cases, we added our own ideas for hiding techniques to provide a mini-
mum of three use cases. Our hiding techniques have no citation, as they are
initially proposed in this chapter.

P1. Size Modulation Pattern:

Illustration: The covert channel uses the size of a header element or of a
PDU to encode the hidden message.

Context: Network Covert Storage Channels→Modification of Non-Payload→ Structure Modifying

Evidence:
1. Modulation of data block length in LAN frames (Girling, 1987)
2. Modulation of padding field’s size in IEEE 802.3 frames (Wolf, 1989)
3. Modulation of IP fragment sizes (Murdoch and Lewis, 2005; Mazur-
czyk and Szczypiorski, 2012)
4. Modulate the message length of network packets (Ji et al., 2009)
5. Modulate the size of IPSec messages (Sadeghi et al., 2012)
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6. A man-in-the-middle adversary between VPN sites actively manip-
ulates the maximum transmission unit (MTU) within the path MTU dis-
covery process between the VPN sites. Path MTU discovery is a con-
tinous process and changed MTUs are propagated to systems within
the VPN site, i.e. allow to encode hidden information within the MTU
(Sadeghi et al., 2012).

P2. Sequence Pattern:

Illustration: The covert channel alters the sequence of header/PDU ele-
ments to encode hidden information.

Context: Network Covert Storage Channels→Modification of Non-Payload→ Structure Modifying

Evidence:
1. Sequence of Hypertext Transfer Protocol (HTTP) header fields (Dy-
atlov and Castro, 2005)
2. Sequence of Dynamic Host Configuration Protocol (DHCP) options
(Rios et al., 2012)
3. Sequence of File Transfer Protocol (FTP) commands (Zou et al., 2005)

P2.a. Position Pattern:

Illustration: The covert channel alters the position of a given header/PDU
element to encode hidden information.

Context: Network Covert Storage Channels→Modification of Non-Payload→ Structure Modifying→ Sequence

Evidence:
1. Position of an IPv4 option in the options list of an IPv4 packet
2. Position of an IPv6 extension header in the list of extension headers
3. Position of a DHCP option in the options list (Rios et al., 2012)

P2.b. Number of Elements Pattern:

Illustration: The covert channel encodes hidden information by the number
of header/PDU elements transferred.

Context: Network Covert Storage Channels→Modification of Non-Payload→ Structure Modifying→ Sequence

Evidence:
1. Alter the number of options placed in an IPv4 packet
2. Modulate the number of options placed in a DHCP packet (Rios et
al., 2012)
3. Modulate the number of fragments created from an original IP packet
(Mazurczyk and Szczypiorski, 2012)

P3. Add Redundancy Pattern:

Illustration: The covert channel creates new space within a given header
element or within a PDU to hide data into.
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Context: Network Covert Storage Channels→Modification of Non-Payload→ Structure Modifying

Evidence:
1. Generation of packets with IPv4 options that embed hidden data
(Trabelsi and Jawhar, 2010)
2. Create a new IPv6 destination option with embedded hidden data
(Graf, 2003)
3. Extend HTTP headers with additional fields or extend values of ex-
isting fields (Dyatlov and Castro, 2005)
4. Manipulate the pointer and length values for the IPv4 record route
option to create space for data hiding (Trabelsi and Jawhar, 2010)
5. Add random bytes to an encrypted SSH message (Lucena et al., 2004)
6. Extend Simple Mail Transfer Protocol (SMTP) packet headers with
additional fields (Getchell, 2008)
7. Hide data in unused bits of the DHCP chaddr field if the hlen field
is set to a value that is larger than the size of a network address (Rios
et al., 2012)
8. Encapsulate IP packets with a smaller size than specified in the Eth-
ernet frame size and use the space between the end of the IP packet and
the Ethernet trailer for covert data (Muchene et al., 2013)
9. Encode hidden information through the presence/absence of “type”
or “xml:lang” attributes in the Extensible Messaging and Presence Pro-
tocol (XMPP) or through the presence of leading/trailing white spaces
in XMPP messages (Patuck and Hernandez-Castro, 2013)

P4. PDU Corruption/Loss Pattern:

Illustration: The covert channel generates corrupted PDUs that contain hid-
den data or actively utilizes packet loss to signal hidden information.

Context: Network Covert Storage Channels→Modification of Non-Payload→ Structure Modifying

Evidence:
1. Generate corrupted messages in broadcast erasure channels (Servetto
and Vetterli, 2001)
2. Transfer corrupted frames in IEEE 802.11 (Kraetzer et al., 2006)
3. A man-in-the-middle adversary between two VPN sites drops se-
lected packets exchanged between the VPN sites to introduce covert in-
formation into an established connection of adversaries located within
the VPN sites (Sadeghi et al., 2012).

P5. Random Value Pattern:

Illustration: The covert channel embeds hidden data in a header element
containing a “random” value.

Context: Network Covert Storage Channels→Modification of Non-Payload→ Structure Preserving→Modification of an Attribute

Evidence:
1. Utilize the IPv4 Identifier field (Rowland, 1997)
2. Utilize the first sequence number of a TCP connection – the Inital
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Sequence Number (ISN) (Rowland, 1997; Rutkowska, 2004)
3. Hide data in the TCP ISN using a bounce server (Rowland, 1997)
4. Utilize the DHCP xid field (Rios et al., 2012)
5. Utilize the Secure Shell (SSH) protocol Message Authentication Code
(MAC field) (Lucena et al., 2004)

Notes: As some header elements, such as the TCP ISN, follow a distribution
which conforms to a particular operating system or context, their val-
ues cannot be considered perfectly random and the placement of “ran-
dom” values in such elements can lead to different value distributions,
which can be detected (Murdoch, 2007).

P6. Value Modulation Pattern:

Illustration: The covert channel selects one of n values a header element can
contain to encode a hidden message.

Context: Network Covert Storage Channels→Modification of Non-Payload→ Structure Preserving→Modification of an Attribute

Evidence:
1. Send a frame to one of n available Ethernet addresses in the local
network (Girling, 1987)
2. Encode information by n of the possible IP header Time-to-live (TTL)
values (e.g. a high or a low TTL value) (Zander et al., 2006)
3. Encode information by n of the possible Hop Limit values in the IPv6
header (Lucena et al., 2006)
4. Encode information by sending a packet using one of n possible
application layer protocols (Wendzel and Zander, 2012) or application
layer ports (Borland, 2008)
5. Encode information by selecting one of n possible messages types in
the Building Automation and Control Networking (BACnet) protocol
(Wendzel et al., 2012)
6. Encode information in the target IP of address resolution protocol
(ARP) messages (Ji et al., 2010)
7. Change the value of the “type” or “xml:lang” attributes in XMPP
(Patuck and Hernandez-Castro, 2013)
8. Send IPSec packets from one VPN site to specific destination IPs
within another VPN site (Sadeghi et al., 2012).

P6.a. Case Pattern:

Illustration: The covert channel uses case-modification of letters in header
elements to encode hidden data.

Context: Network Covert Storage Channels→Modification of Non-Payload→ Structure Preserving →Modification of an Attribute → Value Modu-
lation

Evidence:
1. Case modification in HTTP headers (Dyatlov and Castro, 2005)
2. Modify the case of the “type” or “id” attributes in XMPP (Patuck and
Hernandez-Castro, 2013)



4.4. Classification of Covert Channel Patterns by using PLML 57

3. Case modification in SMTP, Post Office Protocol (POP3), or Network
News Transfer Protocol (NNTP), commands and headers

P6.b. Least Significant Bit (LSB) Pattern:

Illustration: The covert channel uses the least significant bit(s) of header
elements to encode hidden data.

Context: Network Covert Storage Channels→Modification of Non-Payload→ Structure Preserving →Modification of an Attribute → Value Modu-
lation

Evidence:
1. Encode into the IPv4 timestamp option by effectively sending at
even/odd times (Handel and Sandford, 1996)
2. Modify the low order bits of the timestamp option in TCP (Giffin
et al., 2003)
3. Utilize the least significant bits of the secs field in the DHCP header
(Rios et al., 2012)
4. Encode covert bits in slight modifications of view angles (yaw, pitch)
of player’s avatars in the Quake3 multiplayer game protocol (Zander
et al., 2008)
5. Utilize the least significant bits of the IPv4 TTL field
6. Utilize the least significant bits of the IPv6 Hop Limit field (Lucena
et al., 2006)
7. Utilize the least significant bits of the Hop Count field in the network
layer PDU of the BACnet protocol
8. Utilize the least significant bits of the “id” attribute in XMPP (Patuck
and Hernandez-Castro, 2013)

P7. Reserved/Unused Pattern:

Illustration: The covert channel encoded hidden data into a reserved or un-
used header/PDU element.

Context: Network Covert Storage Channels→Modification of Non-Payload→ Structure Preserving→Modification of an Attribute

Evidence:
1. Utilize undefined/reserved bits in IEEE 802.5/data link layer frames
(Wolf, 1989; Handel and Sandford, 1996)
2. Utilize unused fields in IPv4, e.g. Identifier field, Don’t Fragment
(DF) flag or the reserved flag, as well as in IP-IP encapsulation (Handel
and Sandford, 1996; Ahsan and Kundur, 2002a; Buchanan and Llamas,
2004; Sadeghi et al., 2012)
3. Encode hidden data in unused or reserved fields of the IPv6 header
or its extension headers ((Lucena et al., 2006) lists 8 hiding techniques
for the Reserved/Unused pattern in IPv6)
4. Utilize unused bits in the TCP header (Handel and Sandford, 1996)
5. Utilize the ICMP echo payload (Stødle, 2011; daemon9, 1997)
6. Utilize the padding field of IEEE 802.3 (Wolf, 1989; Jankowski et al.,
2010)
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7. Utilize unused fields in the BACnet header (Wendzel et al., 2012)
8. Place hidden data behind the string termination symbol in the sname
and file fields of DHCP (Rios et al., 2012)
9. Place hidden information into the Differentiated Services (DS) field of
outbound IPSec connections (Sadeghi et al., 2012).
10. Insert hidden data into the IP Explicit Congestion Notification (ECN)
field in IPSec connections (Sadeghi et al., 2012).

P8. Inter-arrival Time Pattern:

Illustration: The covert channel alters timing intervals between network
PDUs (inter-arrival times) to encode hidden data.

Context: Network Covert Timing Channels

Evidence:
1. Alter the timings between LAN frames sent (Girling, 1987)
2. Alter the response time of a HTTP server (Esser, 2005)
3. Alter the timings between BACnet/IP packets (Wendzel et al., 2012)
4. Introduce artificial delays into inter-arrival times of SSH packets sent
based on keyboard input (interactive shell) (Shah et al., 2006)
5. Acknowledge IEEE 802.2 I-format frames immediately or after a sec-
ond I-format frame was received (Wolf, 1989)
6. A man-in-the-middle (MitM) adversary in the public network be-
tween two VPN-secured sites modifies the inter-arrival times of packets
transferred between two man-in-the-edge (MitE) systems on each site
of the VPN to signal hidden data to both MitE adversaries (Herzberg
and Shulman, 2013).
7. Alternatively to (6), the MitE systems communicate covertly by send-
ing traffic with manipulated inter-arrival times to each other (Sadeghi
et al., 2012; Herzberg and Shulman, 2013).
8. Record a legitimate traffic sequence, partition the sequence and re-
play the inter-arrival times of a particular partition (Cabuk, 2006)

P9. Rate Pattern:

Illustration: The covert channel sender alters the data rate of a traffic flow
from itself or a third party to the covert channel receiver.

Alias: Throughput Pattern

Context: Network Covert Timing Channels

Evidence:
1. Exhaust the performance of a switch to affect the throughput of a
connection from a third party to a covert channel receiver over time (Li
et al., 2011)
2. Manipulate the serial communication port’s throughput by delaying
Clear to Send/Ready to Send commands (Handel and Sandford, 1996)
3. Directly alter the data rate of a legitimate channel between a covert
channel sender and receiver.
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P10. PDU Order Pattern:

Illustration: The covert channel encodes data using a synthetic PDU order
for a given number of PDUs flowing between covert sender and re-
ceiver.

Context: Network Covert Timing Channels

Evidence:
1. Modify the order of IPSec Authentication header (AH) packets (Ah-
san and Kundur, 2002a)
2. Modify the order of IPSec Encapsulating Security Payload (ESP)
packets (Ahsan and Kundur, 2002a)
3. Modify the order of TCP packets (Luo et al., 2007; El-Atawy and Al-
Shaer, 2009).
4. A MitM adversary in the public network between two VPN-secured
sites modifies the order of packets transferred between two MitE sys-
tems on each site of the VPN to signal hidden data to both MitE adver-
saries (Herzberg and Shulman, 2013).
5. Like (4), modify the order of IPSec packets for inbound or outbound
VPN traffic (Sadeghi et al., 2012).
6. A covert channel sender transfers frames in a way they are sent be-
fore or after a legitimate user’s frames in CSMA/CD networks. The
covert channel receiver analyzes the order of arriving frames (Handel
and Sandford, 1996).

P11. (Artificial) Re-Transmission Pattern:

Illustration: A covert channel re-transmits previously sent or received PDUs.

Context: Network Covert Timing Channels

Evidence:
1. Transfer selected DNS requests once/twice to encode a hidden bit
per request.
2. Duplicate selected IEEE 802.11 packets (Kraetzer et al., 2006)
3. Encode hidden data by re-transmitting selected TCP segments.
4. Do not acknowledge received packets in order to force the covert
sender to re-transmit a packet. The re-transmitted packet is modified
by the sender to carry hidden data (Mazurczyk et al., 2011).

4.4.3 Taxonomy/Classification

We provide a hierarchical view of the discovered patterns in order to struc-
ture our findings. The hierarchy is visualized in Figure 4.2 where white
boxes represent categories of patterns and gray boxes represent patterns.
Conforming to the PLML standard, a covert channel pattern can also be a
child pattern of a parent pattern, as in case of the Case pattern.

The major categorization of all network covert channels is into timing and
storage channels. We introduce additional sub-categories for storage chan-
nels due to their diversity. We distinguish between storage channels which
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apply hiding methods to payload (e.g. to audio streaming) – these channels
are outside of our scope – and storage channels which alter non-payload
(e.g. header elements or padding bits). These non-payload modifying chan-
nels do either change or preserve the structure of a PDU – a novel difference
we discovered in the analysis process.

In case of a structure modification, a pattern either alters the order of ele-
ments in the protocol header or it changes the size of the PDU. We discov-
ered different patterns for both variants. On the other hand, if a pattern
preserves the structure of a PDU, the pattern must modify a data element
in the PDU (e.g. a header field).

Network Covert Channels

Covert Timing Channels Covert Storage Channels

P10. PDU OrderP8. Inter-arrival Time P9. Rate

Modification of
Payload

Audio Content,
Video Content, ...

Modification of Non-Payload
(e.g. Headers or Padding)

Structure Modifying Structure Preserving

P2.a. Position P2.b. Number of Elements

P1. Size Modulation P2. Sequence P3. Add Redundancy
Modification of an

Attribute

P5. Random Value P6. Value Modulation P7. Reserved/Unused

P6.b. Least Significant
Bit (LSB)

P6.a. Case

P4. PDU Corruption/Loss

P11. Re-Transmission

FIGURE 4.2: Network covert channel pattern hierarchy, excluding hiding tech-
niques utilizing payload

Besides the given hierarchical representation, Table 4.2 categorizes all pat-
terns regarding the following additional aspects:

• Semantic: The semantic of a PDU is changed if the pattern modifies
header elements in a way that leads to a different interpretation of
the PDU. For instance, the semantic of an IPv4 header is changed if
a “record route” option is attached but preserved if the reserved flag
is set as the reserved flag does not lead to a changed interpretation of
the packet. In general, a channel raises less attention if the semantic
of network data is not modified.

• Syntax: We call a modification of the PDU structure a syntax mod-
ification. For instance, adding additional header elements changes
the PDU structure. As with the semantic, a covert channel pattern
can either modify or preserve the syntax. The syntax categorization
is only applied to storage channels as timing channels do not change
the structure of a PDU.

• Noise: In general, all covert channels can be noisy since network frames
or packets of the overt channels can be reordered, modified or lost,
which can lead to bit errors or bit deletions/erasures in the covert
channel. However, storage channels exploit the fact that overt pro-
tocols, such as TCP, have mechanisms for reliable data transport. If
the header fields in which the covert channels are encoded are not
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changed in the network, these channels are effectively noise-free. Tim-
ing channels on the other hand are always noisy, since the network al-
ways affects the timing of frames, packets or messages depending on
the network conditions (e.g. congestion). Active wardens (e.g. traffic
normalizers) may also introduce noise. However, we do not consider
this type of noise as part of the covert channel characteristics.

In general, noise in the form of bit corruptions or packet loss can affect
all presented patterns. Here we only categorize a pattern as noisy if
the channel is a timing channel and thus, always faces noise, or if it is
embedded in PDU fields which are modified in the network (like the
TTL in the IPv4 header). Although active wardens can introduce ad-
ditional noise in many patterns (e.g. by removing IPv4 options used to
carry hidden data), we do not take normalization effects into account.

Semantic Syntax (Structure) Noise
preserving modifying preserving modifying noisy noiseless

Storage Channel Patterns
P1. Size Modulation X X X2

P2. Sequence X3 X X
P2.a. Position X4 X X
P2.b. Number of Elements X X X
P3. Add Redundancy X X X
P4. PDU Corruption/Loss -5 -6 X X
P5. Random Value X X X
P6. Value Modulation X X X7 X8

P6.a. Case X X X
P6.b. LSB X X X
P7. Reserved/Unused X9 X10 X X

Timing Channel Patterns
P8. Inter-arrival Time X - - X
P9. Rate X - - X
P10. PDU Order X11 X12 - - X
P11. Re-Transmission X - - X

TABLE 4.2: Categorization of Covert Channel Patterns

2Fragmentation can cause noise for channels using the Size Modulation pattern since
routers can fragment large packets into multiple smaller packets.

3The semantic of Sequence and Position patterns is only preserved if an utilized ele-
ment’s position or the sequence of elements have no effect on the PDU’s semantic.

4See previous note (3).
5Intentionally corrupted PDUs are not interpreted and thus do neither change nor pre-

serve the semantic of a PDU.
6See previous note (5).
7A value modulation can lead to noise (e.g. if the IP TTL is used) but can also be noiseless

(e.g. if the source address is modulated).
8See previous note (7).
9The semantic of a PDU can change if the covert channel modifies currently unused el-

ements (e.g. a set DF flag in the IPv4 header would prevent fragmentation). On the other
hand, a utilization of currently unused elements can preserve the semantic, e.g. if the covert
channel sets the MF flag in IPv4 to zero, the modification of the Fragment Offset will not
lead to a changed semantic.

10See previous note (9).
11If the channel utilizes a protocol that provides packet sorting at the receiver side, the

PDU Order pattern can preserve the semantic of the data transfer, otherwise it can change
the semantic.

12See previous note (11).
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FIGURE 4.3: Number of associated covert channel techniques per covert channel
pattern. Shaded bars represent child patterns.

4.4.4 Occurrence Rate of Particular Patterns

Besides the fact that we were able to ‘reduce’ the 109 hiding techniques
to only 11 patterns, our findings also show that the majority (76 of 109
or 69.7%) of hiding techniques is based on only four patterns, namely the
Reserved/Unused pattern (24 techniques), the Add Redundancy pattern
(21 techniques), the Value Modulation pattern (21 techniques, including
its child patterns Case and LSB), and the Random Value pattern (10 tech-
niques). In other words, many of the surveyed and analyzed techniques are
of relatively little novelty as they are based on existing techniques. Figure
4.3 compares the number of covert channel techniques associated with the
particular patterns.

It would be interesting to compare the occurrence rate of patters in the liter-
ature with their actual number of uses in practice. However, no information
about the usage rates of covert channels are available.

4.4.5 Extensibility of the Pattern Catalog

The patterns introduced in our work will be made available publicly on-
line in a moderated wiki. A wiki allows the collaboration among experts
from both, research institutions and industry: it allows active discussion
and, through moderation, the controlled extension and modification of the
pattern catalog.

If a novel hiding technique requires the integration of a new pattern, re-
searchers can add the pattern to the catalog, which will be invisible un-
til accepted by the moderators. The acceptance may be performed after
detailed discussion with the contributing researchers to ensure the wiki’s
accurate and consistent state with the existing pattern collection and to pre-
vent future contributors from wrongly classifying their “new” covert chan-
nel techniques as new patterns. Moreover, researchers can add upcoming
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Pattern

Implementation
of Network
Protocol B

Implementation
Settings of
the Pattern

Variation of Pattern X
to Protocol B

Implementation
of Network
Protocol A

Variation of Pattern X
to Protocol A

FIGURE 4.4: Concept of Covert Channel Pattern Variation

hiding techniques that are based on an already existing pattern to the evi-
dence property of the particular pattern.

4.5 Variation of Covert Channel Patterns

Covert channels are not only used for malicious purposes (e.g. the con-
trol of botnets) but are also used to support the freedom of speech (e.g.
of journalists). Furthermore, research on covert channel improvements en-
ables the further development of necessary countermeasures against mali-
cious users; the research community must identify improvements for covert
channel techniques before malicious users take advantage of them.

We will now describe the variation of the patterns defined in the previous
section. A pattern variation automatically adapts a pattern to a new context.
In case of network covert channels, we define the utilized network protocol,
used as carrier for the hidden data, as the context. If the channel switches the
protocol, the context changes as well and thus, the pattern must be adapted
to the new context. For instance, a pattern that was previously applied to
hide data in IPv4 can be adjusted to hide data in IPv6.

A pattern variation is only useful if it is an automatic process for both, the
sender and the receiver. The automatic process generates new code that
implements the pattern for the altered context. Thus, a pattern variation
eliminates the necessity of programming a pattern from scratch if it needs
to be adapted to another network protocol.

Figure 4.4 visualizes the concept of a covert channel pattern variation: While
a general network protocol implementation is required to hide data within a
protocol or the protocol’s timing behavior, a pattern has information which
enable the application of the pattern to other network protocols.

4.5.1 PLML-based Pattern Variation

Our approach is similar to that of Engel et al. who store the information
required for a pattern transformation within the implementation property of
PLML (Engel et al., 2011; Engel et al., 2013). We introduce so called settings
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s e t t i n g s . ipv4 . O f f s e t =32;
s e t t i n g s . ipv4 . Len =16;
s e t t i n g s . tcp . O f f s e t =32
s e t t i n g s . tcp . Len=32
s e t t i n g s . tcp . OnlyFirs tPkt=true

FIGURE 4.5: Settings for IPv4 and TCP in case of the Random Value Pattern

into the implementation property. These settings contain all significant in-
formation for a variation.

Engel et al. define a configuration for each context of a pattern (Engel et al.,
2013). We match this aspect as well by introducing specific settings for each
supported overt network protocol. For instance, a protocol A may provide
4 bits of space for a pattern and the location of the bits is at an offset of 6
bits from the first bit of the header. In the new context of protocol B, the
pattern can only use 3 bits and these 3 bits are located at an offset of 20
bits from the first bit of protocol B’s header. In other words, each variation
of a pattern highly depends on the utilized network protocol. Given a very
simple hiding technique that just utilizes a single bit and sets it to “1” or “0”
in an arbitrary protocol with a static header structure, the variation would
just need an “offset” value for each protocol to locate the selected bit in its
header.

Figure 4.5 shows example settings for the Random Value pattern. For IPv4,
these settings would utilize the 16 bit Identifier field and for TCP, the 32 bit
ISN would be used. As the ISN is only random in the first packet of a flow,
a limitation (OnlyFirstPkt) must be enforced.

We found that the following settings can be necessary for covert channel
patterns – depending on the particular pattern:

• Offset: Number of bits between the first bit of the protocol header and
the first bit of the utilized area

• Len: Size of the utilized area

• OnlyFirstPkt: Only use the first packet of a flow (e.g. for the TCP ISN)

• Min/MaxSize: Minimum/maximum size of a (padding) field or of a
frame

• Min/MaxElements: Minimum/maximum number of elements to use
(e.g. minimum number of IPv4 options or DHCP options for the Po-
sition pattern or the Sequence pattern)

• ValueRange/ValuesAllowed: These fields limit the range of allowed val-
ues for a field and the particular values which can be stored in the
field. For instance, the Value Modulation pattern may only be allowed
to place the values “a”-“j” in a field or only the values “yes”, “no”
and “optional”. For passive covert channels, i.e. those piggybacking
third-party traffic, constraints can be defined in order to allow only
limited modulations. For instance, a constraint can allow only TTL
modifications in a range of +/-1.
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s e t t i n g s . ipv4 . value =0 , scapys t r in g=IP ( t t l =100+RandInt ( ) % 5 0 ) ;
s e t t i n g s . ipv4 . value =1 , scapys t r in g=IP ( t t l =150+RandInt ( ) % 5 0 ) ;
s e t t i n g s . ipv6 . value =0 , scapys t r in g=IPv6 ( hlim=100+RandInt ( ) % 5 0 ) ;
s e t t i n g s . ipv6 . value =1 , scapys t r in g=IPv6 ( hlim=150+RandInt ( ) % 5 0 ) ;

FIGURE 4.6: Sample tuples using scapy strings for the LSB pattern

• Min/Max/DistributionIPG: Minimum/maximum time between pack-
ets or definition of a value distribution for these time differences.
While this attribute is generally useful, it is especially required to con-
figure limits for the Inter-arrival Time pattern.

• Min/MaxRate: Minimum/maximum packet rate. This attribute is sim-
ilar to the Min/MaxIPG attribute but configures the number of PDUs
the channel is allowed to transfer per time t. The attribute is of general
use but especially required to configure the limits for the PDU Order
pattern to ensure stealthiness. In future work rate profiles could be
defined as well in order to match the actual traffic behavior as close
as possible.

While the actual hiding technique of a pattern can be adapted automati-
cally, protocols with header fields which depend on other header fields still
require the additional use of libraries and tools like scapy13. For instance,
the calculation of the IPv4 Checksum as well as the adjustment of the In-
ternet header length and total length fields are not included in the pattern
variation process and must be done additionally. We therefore decided to
include scapy commands into our settings as scapy automatically calculates
values for header fields the user does not explicitly define. Thus, the use
of scapy eliminates the need to implement a variation’s utilized network
protocols. Therefore, additional settings must be defined in the form set-
tings.protocol.value=bit value,scapystring=command.

Figure 4.6 shows a sample setup for assigning two bit values to two differ-
ent protocols (IPv4 and IPv6) of the LSB pattern using scapy strings. A high
and a low value are assigned to TTL or Hop Limit in order to transfer a “0”
(value=0) or a “1” (value=1) bit. In order to prevent a trivial detection of the
channel, the values are randomized in a higher/lower range.

Like our pattern catalog, the settings proposed for pattern variation also
serve as a basis for future work, i.e. they can be extended by adding addi-
tional settings in the future.

4.5.2 Requirements-based Pattern Variation

Pattern variation is also applicable in the context of situational require-
ments. For instance, the transfer of a video stream over a covert channel
requires a higher throughput than the transfer of a password within the
same time.

Each overt channel (the utilized network protocol) provides a particular
amount of space to carry hidden data and has a different potential to raise

13http://www.secdev.org/projects/scapy/
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attention (Wendzel and Keller, 2011). A pattern variation for a given re-
quirement can thus also switch the overt channel used in order to provide
a high throughput or a high covertness. If the pattern is required to trans-
fer a video stream it may use an overt channel providing a high throughput
while the pattern may use an overt channel with a low throughput and high
covertness if only a few hidden bits must be transferred. Therefore, a pat-
tern cannot only change the overt channel but can also adjust the number
of manipulated bits in the overt channel.

4.5.3 Similar Approaches to Pattern Variation

Covert channels can utilize multiple hiding techniques simultaneously, cf.
(Wendzel and Keller, 2011; Yarochkin et al., 2008). For instance, one tech-
nique could modify the LSB of the IPv4 TTL while another technique mod-
ifies the IPv4 reserved flag.

This section puts patterns in the context of such a simultaneous application
of hiding techniques. To this end, we describe two approaches that uti-
lize multiple patterns instead of multiple hiding techniques, namely pattern
combination and pattern hopping.

Pattern Combination

To increase the throughput of a covert channel and its stealthiness, we can
combine multiple patterns, e.g. by applying them in parallel to a single
packet – an idea already shown for single hiding techniques in the field
of network steganography (Fraczek et al., 2012a) – or sequentially to subse-
quent packets. As an example, consider the parallel application of the Ran-
dom Value and Add Redundancy patterns: A covert channel sender could
modify the Identifier in the IPv4 header as well as it attaches an IPv4 option
used to carry additional hidden data. A parallel application of a particular
set of patterns to a single packet may not always be possible. In future work
we will determine dependencies between patterns so that feasible pattern
combinations can be identified. Much simpler is the sequential application
of different patterns to subsequent packets. For instance, for one packet the
Value Modulation pattern could be used to modify an unused field and LSB
value modulation could be used for another field for the following packet.

Pattern Hopping

Sequential pattern combination uses a simple linear combination, which
could be easily detected. To make detection more difficult, we propose a
simple mechanism based on the concepts of protocol hopping covert chan-
nels (Wendzel and Keller, 2011) and synchronized random number genera-
tors similar to (Gianvecchio et al., 2008).

Let P be a set of patterns. The sender S and receiverR agree to use a certain
cryptographically secure pseudo-random number generator (CSPRNG) with
a certain seed value V . The agreement on CSPRNG and V has to be done
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separately over a secure transmission channel, since the covert communi-
cation could be easily uncovered if both are known. The sender S and
receiver R initialize their CSPRNG with V . Both CSPRNGs now are syn-
chronized. Let t be the sequential number of the transferred pattern, in-
cremented each time a packet is being sent (and received). t is initialized
with 0. For example, t could also be the timestamp or the sequence num-
ber of a packet (immutable between S and R). S chooses pi ∈ P where
i = CSPRNG(V, t)mod ∣P ∣ and applies pi to the actual packet to send. R
knows the pattern since R gets t and knows V and CSPRNG. Thus, the
patterns used are randomized. Instead of using a pattern for each packet
we can also increase the modulus so that ‘unmapped’ patterns are ignored
(limiting the bandwidth).

As network packets, and with it, the transfer of covert data, can be error-
prone due to packet loss or re-transmissions caused by transport layer pro-
tocols, a reliable communication is a necessity to prevent the de-synchroni-
zation of the CSPRNG. To overcome this synchronization problem, so-called
micro protocols can be used, i.e. covert channel-internal control protocols
with reliability features (Ray and Mishra, 2008). Micro protocols have been
well studied over the last years and optimized micro protocols are available
(Wendzel and Keller, 2012c; Backs et al., 2012).

Moreover, the selection of patterns can be done with adaptive techniques
(Yarochkin et al., 2008). Adaptive covert channels dynamically customize
the use of covert channel techniques in order to bypass blocked commu-
nications (Yarochkin et al., 2008) and thus provide a more reliable data
transfer. In combination with micro protocols and pattern hopping, adap-
tive covert channels could not only switch between network protocols but
between patterns in case a technique or pattern will be administratively
blocked. While it is comparably easy to block a specific covert channel tech-
nique, it is more challenging to eliminate a covert channel that switches to
a different pattern if one pattern was blocked, as this requires implementing
countermeasures against multiple patterns.

4.6 Towards Pattern-based Countermeasures

Protection techniques for covert channels either aim on eliminating a covert
channel, limiting a channel’s capacity or detecting a covert channel (Zander
et al., 2007a). The research community considers covert channel protection
a challenging task (Gianvecchio and Wang, 2007) and due to the large num-
ber of existing covert channel techniques, it is currently difficult to counter
all covert channels in practice.

Previous approaches only targeted selected covert channels in a given net-
work protocol. The introduction of patterns which comprise a generic de-
scription of a hiding technique enables a more practical approach to de-
velop countermeasures for a whole set of hiding techniques linked to the
same pattern. As our 11 patterns represent at least the 109 discussed covert
channel techniques, a comparably small number of approaches would be
enough to counter these covert channel techniques. Thus, the integration
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of pattern-based countermeasures will lead to a significant reduction of nec-
essary protection mechanisms in practice.

On the other hand, some specific countermeasures may be more effective
than a more general technique that can counter all covert channels associ-
ated with a particular pattern. For instance, some countermeasures are op-
timized for detecting hidden data in a header field of a particular protocol.
The direct adaption of such a countermeasure to another network protocol,
where the particular header field is linked to a different value distribution,
may lead to a lower detection accuracy. Therefore, countermeasures for
patterns require a variation (analog to Section 4.5) as well in order to adapt
them to particular network protocols.

4.6.1 Countermeasures for Patterns

In order to evaluate the applicability of existing countermeasures to pat-
terns, we focused on countermeasures covered by the surveys of Llamas et
al. (Llamas et al., 2005) and Zander et al. (Zander et al., 2007a). Our evalua-
tion does not include measures that focus on local covert channels (e.g. the
fuzzy time approach (Hu, 1991)) or on the prevention of covert channels at
the time of system development (e.g. the shared resource matrix methodology
or covert flow trees (Kemmerer, 1983; Porras and Kemmerer, 1991)). In par-
ticular, we considered traffic normalization, the network pump, statistical
approaches, and machine learning approaches.

Traffic Normalization (TN)

Traffic normalizers remove ambiguities and policy-breaking elements in
network traffic, , which makes them effective especially against storage
channel patterns. The application of normalizers results in side-effects as
the normalization of PDU headers often includes setting header fields to de-
fault values, i.e. these fields are not usable anymore (Handley et al., 2001).
Existing traffic normalizers are, for instance, the network-aware active warden
(Lewandowski et al., 2007), the Snort normalizer (Snort Project, 2012), and
norm (Handley et al., 2001) which, taken together, provide more than 100
normalization techniques. Literature divides normalizers into stateless and
stateful normalizers. Stateless normalizers focus on one packet at a time,
and they do not take previous packets into account, while stateful normal-
izers cache information of previously received packets to evaluate traffic
in a more advanced manner and can also detect more covert channels, as
shown in (Lucena et al., 2006).

For always legitimate values (e.g. allowed values for the IPv4 protocol field
or allowed destination addresses in LAN frames), the creation of normal-
ization rules is challenging and linked to constrictive side-effects (Fisk et al.,
2003), which makes normalization ineffective against different forms of the
Value Modulation pattern14.

14On the other hand, normalizers can eliminate TTL-based covert channels as described
in (Zander et al., 2006) by setting the TTL value of all packets to the same value.
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A problem of traffic normalizers is their limited buffer size (Handley et al.,
2001): Buffers cache packets of data flows to re-assemble these flows. Nor-
malization techniques which require large buffers, for instance, to re-order
network packets (PDU Order pattern) or to normalize the inter-arrival tim-
ings and data rate (Inter-arrival Time pattern and Rate pattern), are only useful
as long as the normalizer’s resources are not exhausted. Another problem,
especially in IP networks, is that traffic can take different routes and thus,
not all packets of a connection pass a normalizer which can result in in-
complete information about connections (e.g. missed packets of TCP hand-
shakes (Handley et al., 2001)).

Traffic normalization can only be applied to all network traffic (‘blind’ nor-
malization) if the normalization is transparent (it does not affect the traf-
fic significantly). Hence, blind normalization cannot eliminate all covert
channels. However, if accurate detection methods exist, detected covert
channels can be eliminated or limited using targeted normalization or even
disruptive measures, e.g. the overt traffic could simply be blocked.

Network Pump and Related Concepts (NPRC)

Techniques to limit the capacity of network covert timing channels based on
the Inter-arrival Time and Rate patterns (e.g. the pump (Kang and Moskowitz,
1993) and the ACK filter (Ogurtsov et al., 1996)) are traffic normalizers as
well. These countermeasures either prevent the entire data flow from HIGH
to LOW or do only allow the transmission of acknowledgement messages
from HIGH to LOW (related to a data flow from LOW to HIGH).
Another approach presented by Wendzel and Keller (Wendzel and Keller,
2012b) limits the covert channel discussed in (Wendzel and Zander, 2012)
(Value Modulation pattern) which encodes hidden information in the sequence
of utilized network protocols. The approach is called a protocol switching-
aware active warden (PCAW) and introduces delays on protocol switches.
As in the case of traffic normalization, buffer sizes and routing effects limit
the capabilities of the NPRC approaches.

Statistical Approaches (SA)

The detection of covert timing channels based on inter-arrival times was
achieved by Cabuk et al. (Cabuk et al., 2009) by representing recorded,
rounded inter-arrival times as strings. The strings are compressed and the
compressibility of a string is used as an indicator for the presence of a covert
timing channel. The method takes advantage of the fact that covert timing
channels generate traffic with a few characteristic inter-arrival times to sig-
nal the different covert bits and thus, result in a few similar strings which
can be compressed more efficiently than normal random inter-arrival times.
Cabuk et al. presented two additional statistical approaches, one based on
the calculation of the ε-similarity and another based on the standard devia-
tion of recorded inter-arrival times (Cabuk et al., 2009).
Berk et al. developed another detection approach for inter-arrival time



70 Chapter 4. Hiding Patterns

channels (Berk et al., 2005). Their technique uses the fact that timing chan-
nels generate inter-arrival time distributions that differ from inter-arrival
time distributions of normal application traffic. Gianvecchio and Wang
showed that covert timing channels can be detected with high accuracy by
analyzing the entropy of inter-arrival times (Gianvecchio and Wang, 2007).

While statistical approaches have been effective primarily against channels
based on the Inter-arrival Time pattern and the Random Value pattern, their
application to all other patterns is thinkable, since the use of all covert chan-
nels leads to changes of statistical value distributions.

Machine Learning (ML)

Covert channels can be detected using supervised ML approaches where
some statistical features are used to characterize covert channels and nor-
mal traffic. Classifier models are then trained based on provided exam-
ples of features of covert channels and normal traffic. Sohn et al. demon-
strated that simple covert channels encoded in the IP ID or TCP ISN field
can be discovered with high accuracy by Support Vector Machines (SVMs)
(Sohn et al., 2003). Tumoian et al. showed that a neural network can detect
Rutkowska’s TCP ISN covert channel (Rutkowska, 2004) with high accu-
racy (Tumoian and Anikeev, 2005) (both Random Value pattern). Zander et
al. demonstrated that inter-packet timing channels can be detected by C4.5
decision trees trained on several features (Zander et al., 2011) (Inter-arrival
Time pattern). Wendzel and Zander showed that C4.5 decision trees also de-
tect simple protocol switching channels (Value Modulation pattern) with high
accuracy (Wendzel and Zander, 2012). Besides the mentioned patterns, the
application of ML to detect all other patterns appears possible.

Applicability of Countermeasures

Table 4.3 summarizes our findings on the applicability of the discussed
countermeasures in the context of covert channel patterns. We did not only
take existing applications of countermeasures but also potential applica-
tions into account, since no pattern-specific implementations are available
yet. In general, the prevention of covert channels is always feasible if all
traffic is blocked but such approaches are not applicable in practice or de-
mand a high-quality covert channel detection. Therefore, Table 4.3 does not
cover techniques which block the entire traffic.

4.6.2 Illustration: Traffic Normalization

Although traffic normalization was never discussed in the context of covert
channel patterns, the existing normalizers already have pattern-oriented
capabilities. As dozens of normalization techniques exist, we will discuss
only selected ones to show that pattern-oriented countermeasures are fea-
sible.
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Elimination Limitation Detection

Storage Channel Patterns
P1. Size Modulation SA/ML
P2. Sequence TN SA/ML
P2.a. Position TN SA/ML
P2.b. Number of Elements TN SA/ML
P3. Add Redundancy TN SA/ML
P4. PDU Corruption/Loss TN SA/ML
P5. Random Value TN SA/ML
P6. Value Modulation TN (limited), SA/ML

NPRC
P6.a. Case TN SA/ML
P6.b. LSB TN SA/ML
P7. Reserved/Unused TN SA/ML

Timing Channel Patterns
P8. Inter-arrival Time TN (limited), SA/ML

NPRC
P9. Rate TN (limited), SA/ML

NPRC
P10. PDU Order TN (limited) SA/ML

NPRC
P11. Re-Transmission SA/ML

TABLE 4.3: Application of Covert Channel Countermeasures to Patterns

For instance, existing normalizers can replace the TTL of IPv4 packets with
a fixed value to eliminate covert channels. Traffic normalizers can apply the
same technique to counter covert channels in the IPv6 hop limit field. The
technique thus counters the LSB pattern even in case of a pattern variation
to different network protocols. The LSB pattern could also be applied to the
BACnet NPDU hop count field — no new normalization technique must be
implemented for the same pattern.

Fisk et al. mention general cases for the application of traffic normalization
(Fisk et al., 2003). For instance, unused fields can be cleared (Reserved/Unused
pattern); decreasing fields (like the TTL) can be set to fixed values (LSB pat-
tern and Value Modulation pattern); and derivate fields (i.e. those depending
on other fields, like the Checksum or the Internet Header Length in IPv4) can
be re-placed with correct values or the particular packets can be dropped
(PDU Corruption/Loss pattern). Such general applications of normalization
rules can be used in a protocol-independent manner and are thus capable
of countering a whole set of hiding techniques which are based on the same
pattern.

4.6.3 Illustration: Protocol Switching-aware Active Warden

The aforementioned PCAW (Wendzel and Keller, 2012b) introduces delays
on protocol switches and thus limits the bitrate of covert channels that sig-
nal hidden information through the use of particular network protocols. As
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shown in (Wendzel and Keller, 2012b), the PCAW cannot only be success-
fully applied to protocol switching covert channels based on IPv4 but also
to building automation networks using BACnet and thus exemplifies the
variation of countermeasures as well.

4.7 Conclusion

We evaluated 109 network covert channel techniques from the last decades
and extracted abstract patterns from these techniques. We were able to rep-
resent all 109 techniques by 11 patterns which we arranged in a hierarchical
catalog based on the Pattern Language Markup Language (PLML). Moreover,
we showed that the majority of these techniques can be reduced to only four
different patterns – evidence that many network covert channel techniques
invented represent very similar techniques. If the scientific community uses
hiding patterns (which include alias descriptions), these patterns can help
to increase the scientific efficiency as re-inventions can be limited (Chapter
3.4).

The pattern catalog is provided on-line (https://ih-patterns.blogspot.com) in
order to allow the scientific community to modify and extend the covert
channel pattern collection in a moderated process. Our catalog eases the
novelty evaluation of future covert channel techniques.

We presented the concept of pattern variation for covert channels. Pattern
variation allows the automatic adaption of a generic hiding technique to
different network protocols without requiring a re-implementation of the
technique itself. Since covert channels are a dual-use good, we also intro-
duced the pattern-based approaches pattern hopping and pattern combina-
tion to improve the throughput and stealthiness of covert channels.

If prevention approaches counter generic patterns instead of hiding tech-
niques, the number of necessary countermeasures is greatly reduced. Un-
der the assumption that future techniques for covert channels will often fall
into one of the existing pattern categories, the value of our pattern-based
approach increases even further. To this end, the implementation and eval-
uation of pattern-based countermeasures in practice is considered impor-
tant future work.

Additional future work will comprise the generation of a PLML-based pat-
tern catalog for local covert channels and for payload-based hiding techniques.
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Chapter 5

Pattern-based Novelty
Evaluation

Abstract The last decades of research on network steganography led to
more than hundred techniques for hiding data in network transmissions.
However, the previous chapter has shown that most of these hiding tech-
niques are either based on the same idea or introduce limited novelty, en-
abling the application of existing countermeasures to combat these tech-
niques. In this chapter, we provide a link between the field of creativity re-
search and network steganographic research. We propose a framework to
help evaluating the creativity bound to a given hiding technique. This way,
we support two sides of the scientific peer review process as both authors
and reviewers can use our framework to analyze the novelty and applica-
bility of hiding techniques. At the same time, we contribute to a uniform
terminology in network steganography.

Originally published: Wendzel and Palmer (2015)
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5.1 Introduction

In the previous chapter, it was shown that 109 network information hid-
ing techniques developed between 1987 and 2013 can be reduced to only 11
different “hiding patterns", i.e., abstract descriptions of these hiding tech-
niques. Moreover, it was shown that the majority (approx. 70%) of these
109 techniques is represented by only 4 hiding patterns. Although it must
be noted that many of these techniques differ in slight detail, their novelty
is limited. However, the amount of published techniques reflects a great
demand of network steganographic techniques and stresses the need for
continuously improved solutions.

A major drawback of having a high number of similar hiding techniques
is that countermeasures can be adjusted easily to slightly new hiding tech-
niques while it would be harder to create completely new countermeasures
which have to deal with entirely novel hiding techniques. For this reason,
the research community should foster such fully novel methods.

Moreover, while the number of publications presenting hiding techniques
is steadily increasing, the chances for redundant techniques with similar
basis increase as well — a problem which is also known by the patterns re-
search community (Henninger and Corrêa, 2007). Another problem is that
such redundancies lead to terminological inconsistencies as different terms
can be used to describe similar (or equal) hiding techniques. A means to
handle redundancies and terminological inconsistencies is to compile sur-
veys on a regular basis.

Another problem of published hiding techniques are the huge differences
in the explanation of novelty and usefulness. To provide an example, some
researchers motivate the quality of their hiding techniques on the basis of
the channel capacity while others highlight the fact that their technique is
the first to hide data inside a new network protocol header. The divergence
of such provided arguments allows no comparison and hinders experimen-
tal verification by other peers.

In this chapter, we provide a framework and a metric for evaluating the
creativity in network steganography research. In line with creativity re-
search, creativity comprises the novelty and applicability of products (solu-
tions). Based on our creativity framework and metric, the contributions of
this chapter are:

• Long-term improvement of terminology: Our framework deals with the
problem of terminological inconsistencies by providing a step-by-step
approach on the basis of the hiding patterns presented in (Wendzel et
al., 2015). A key aspect in this regard is the handling of redundant
hiding techniques.

• Creativity evaluation for hiding techniques: Our framework contributes
to two aspects of the academic peer review process. Firstly, it helps
authors to clearly underpin the creativity, i.e., novelty and applica-
bility, of their proposed steganographic hiding techniques. Secondly,
it helps reviewers to evaluate the creativity of steganographic hiding
techniques. Therefore, the framework introduces a novelty metric.
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• Applicability in practice: The proposed framework is designed to fit
the needs of the actual workflows in academia and is thus embedded
into the academic peer review process rather than being a theoretical
discussion.

• Support for novel hiding techniques: Moreover, our framework fosters
the creation of entirely novel, highly creative hiding techniques by
giving the most creative researchers the chance to publish new pat-
terns.

The remainder of this chapter is structured as follows. Section 5.2 dis-
cusses related work and draws the link between creativity research and net-
work steganography; in addition, it provides a background on patterns and
presents lessons of the pattern community to be taken into account for our
work. Section 5.3 presents our pattern-based creativity framework while
Section 5.4 introduces the metric to evaluate the creativity of a hiding tech-
nique. Section 5.5 provides an exemplary walk-through for the creativity
framework. We provide a discussion of our framework in Section 5.6 and
conclude in Section 5.7.

5.2 Background

We first discuss related work and afterwards describe the link we draw be-
tween creativity and network steganography followed by the link between
patterns and network steganography. Thereafter, we describe the lessons
learned from the pattern community.

5.2.1 Related Work

Terminology of computer security was discussed by a number of authors,
(e.g. Brinkley and Schell, 1995; Freiling et al., 2014). The terminology of in-
formation hiding and its sub-discipline, network steganography, was dis-
cussed in additional publications (see Petitcolas et al., 1999; Zander et al.,
2007b; Lubacz et al., 2014). Although a systematic categorization of hid-
ing techniques is presented, these publications on network steganography
lack the discussion of underlying patterns. The previous chapters provide
the only known surveying content on network information hiding using
patterns.

Our aim is not to provide a new approach for knowledge management, as
a plethora of work on especially organizational knowledge management
and frameworks is already available (Alavi and Leidner, 2001). Our work
is also not the first that applies patterns for knowledge management. Hen-
ninger and Corrêa discussed advantages and drawbacks of a pattern-based
knowledge management already in (Henninger and Corrêa, 2007) and we
highlight their relevant outcomes in 5.2.4. Other approaches for scientific
knowledge and terminology management are especially i) publication of
ideas in textual form, without using the structure of patterns; these publi-
cations include books, journal articles, conference papers, technical reports,
Wikis and other forms, and ii) publishing ideas in structured form, e.g. in
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databases. These approaches are also useful for a framework for creativity
evaluation but due to the availability of hiding patterns of (Wendzel et al.,
2015) and (Mazurczyk et al., 2016a) and the high level of knowledge on pat-
terns within the computer science community, we have chosen patterns as
a basis for our framework.

However, our work is the first that is tailored to match the requirements
of network steganography research by providing a metric to evaluate and
compare the novelty and applicability of hiding techniques while also en-
abling a unified terminology and providing an integration into the peer
review process.

5.2.2 Bridging Creativity and Network Steganography

Described briefly, creativity is ‘adaptive originality’, i.e., creativity requires
the generation of an idea that is both original as well as adaptive to a partic-
ular context (Simonton, 2011; Amabile, 1983; Csikszentmihaly, 1996; Drazin
et al., 1999; Farmer et al., 2003). Creativity is seen as one of society’s biggest
assets (Simonton, 2011). Overlapping the fields of science, technology, eco-
nomics and arts, creative efforts lead to competitive advantages, innovative
products and processes and are honored by awards like the Nobel prize
(Agars et al., 2012; Caroff and Lubart, 2012).

Being such an important driver for social and economic progress and wealth,
it is obvious that a great deal of research has focused on the ‘creativity
phenomenon’ (Mumford and Gustafson, 1988; Runco, 2006; Ward, 2004).
Different sciences are dealing with the topic, such as engineering, sociol-
ogy, and psychology to only name the most relevant for our purpose. Due
to varying research backgrounds and different research focuses and aims,
conceptualizations of creativity (e.g. creativity as logic, genius, chance, and
zeitgeist) differ and so do the findings. Smith counts more than 100 defi-
nitions of creativity (Smith, 2005), and his focus is limited to psychological
literature only. Thereby it is not surprising, that Simonton emphasizes the
inconsistencies of research on creativity (Simonton, 2004).

However, the diverse approaches to creativity can be categorized by their
primary focus. In this tradition the ‘4p’ classification is used: creativity as
product, person, process or press (Mooney, 1963; Rhodes, 1961):

• Product: As mentioned above, for a product to be labeled creative,
two characteristics are indispensable: it has to be original as well as
adaptive. Original refers to: new, unusual, unique, new viewpoints,
varied, breaking from existing patterns. Adaptive means: useful,
valuable, effective, efficient, and contributing to society (Palmer et al.,
2015).

• Person: In psychology a strong focus lies on the identification of in-
dividual traits fostering creativity. A combination of cognitive (in-
telligence, knowledge), non-cognitive (personality) and motivational
(need for creativity, interests, achievement motivation) abilities and
predispositions determines creative potential on an individual basis
(Palmer, 2015).
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• Process: Especially in highly experience- or knowledge-driven domains,
creative ideas and innovative solutions do not emerge out of a sud-
den. Process research deals with the challenges one faces on his way
from initial recognition of a problem or demand to a sustainable and
accepted creative solution and describes the relevant traits and be-
havior in respective process phases. Psychological literature proposes
several process models (for an overview see (Palmer, 2015; Howard
et al., 2008)). An initial understanding of the creative process distin-
guishes four process stages: preparation, illumination, verification,
and implementation (Lubart, 2001).

• Press: ‘Press’ comprises the creative environment. This research stream
investigates the variety of situational and social contextual factors in-
fluencing the creative success, such as motivation, scope of action,
leadership style and required support. For an overview of influenc-
ing variables in an organizational setting, see (Krause, 2013), (Oldham
and Cummings, 1996), (Schuler and Görlich, 2007) or (Zhou and Shal-
ley, 2003).

Network steganographic research describes, develops, and evaluates hid-
ing techniques and thereby focuses on products according to the 4p taxon-
omy. In the field of network steganography, many research is available, i.e.,
a high total output due to the number of publications is present. And, of
course, the amount of publications as well as their quality (e.g. measured
via citation index) can be used to quantify the impact of a person’s pro-
ductions (Simonton, 2011) — measures also applied to rank researchers. In
this chapter, we primarily focus on the creative products rather than on the
creative person, the creative process or the creative press.

As mentioned, a large extent of publications on hiding techniques provides
a rather small novelty as they belong to the same hiding patterns. To intro-
duce a bridge between creativity and network steganography, novelty and
applicability as key characteristics of creative products must be taken into
account. We present a metric to evaluate both aspects.

5.2.3 Bridging Patterns and Network Steganography

So far, patterns were only applied in network steganography as a means
to create a taxonomy and survey of network hiding techniques (see pre-
vious chapter). In network steganography, the general problem is to hide
information within the context of a network transmission; however, many
solutions for this problem-context pair exist, which results in a number of
patterns.

Patterns are linked to a several advantages, including their flexibility, the
fact that they can serve as an easy basis for the expression and discussion
of ideas, and their easy structure (May and Taylor, 2003). These advan-
tages make patterns a known tool for knowledge management, also outside
of science in business and governmental organizations (May and Taylor,
2003).
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In general, patterns can be described in different forms, which complicate
their comparison and understanding. For this reason, common languages
were developed to describe patterns in a unified manner. A well-known
and established pattern language is the pattern language markup language
(PLML) (Fincher, 2003). All pattern languages comprise own attributes
used to describe a pattern. In PLML, a pattern comprises a number of XML-
based attributes, of which only a few are of significance for hiding methods
(these were introduced in Table 4.1 in the previous chapter).

Using such pattern languages, patterns can be easily grouped in a pattern
collection. A pattern collection comprises multiple patterns belonging to a
similar domain, e.g. all patterns that describe hiding methods for networks.

As stated by Henninger et al., one of the main intentions of patterns is to
provide a common vocabulary by which people can succinctly communicate well-
known solutions to recurring problems (Henninger and Corrêa, 2007). A so-
called pattern collection is a set of patterns addressing a fairly cohesive problem
domain (Henninger and Corrêa, 2007). Patterns for the problem domain of
hiding techniques can thus be considered a pattern collection.

5.2.4 Learning from the Software Patterns Community

While pattern collections offer a clear advantage of cleaning up a domain
and helping to share ideas and abstractions between people working in the same
conceptual space (May and Taylor, 2003), they are also linked to a number of
challenges (Henninger and Corrêa, 2007).

Firstly, pattern collections are stored in a multitude of locations, e.g. confer-
ence proceedings or on the web (in wikis and websites of different format).
For this reason, patterns are not easily accessible as many potential sources
must be used to find new patterns. Secondly, pattern collections are not
easy to link as different styles for pattern collections exist, which describe
patterns with a different set of attributes. Thirdly, duplicates of patterns
can arise under different names. On the other hand, Henninger mentions
the need for duplicates as people may want to express the patterns different[ly],
and patterns should allow a certain degree of expression (Henninger and Cor-
rêa, 2007). Our creativity framework addresses all three issues as we will
explain in the next section.

5.3 A Pattern-based Framework for Network Steganog-
raphy

We first illustrate the requirements of our creativity framework and then
present the framework itself by explaining all the steps that must be per-
formed within it.
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5.3.1 Requirements

Our aim is to learn from the known drawbacks of pattern collections which
we discussed in the previous section and to adjust our framework to scien-
tific practice. Hence, we compiled the requirements to address these draw-
backs in our creativity framework:

1. The framework must require a researcher to publish his patterns in a
publicly accessible way to ensure that all patterns and all updates to
the pattern collection are accessible to the scientific community.

2. The framework must emphasize the need for a unified form of pattern
description, which is the pattern language markup language (PLML).

3. The framework must address the aspect of duplicates; PLML contains
an attribute that allows aliases for existing patterns.

4. To find use in practice, the framework must comply with the common
workflow of scientific research, especially within a peer review.

5. The framework must not rely on the participation of all scientists of
the research community. It is unlikely that a whole community will
accept and work according to the same framework as people may not
even aware of the framework or reject its idea.

6. The framework should foster the development of new and applicable,
that is creative, hiding methods.

5.3.2 Creativity Framework

Our creativity framework is visualized in Figure 5.1 and consists of five
steps, which we will explain one after another. Each step in the frame-
work is performed by at least one role; either the scientific community (C),
which performs peer reviews and maintains the pattern collection, or the
researcher(s) (R), which publish novel network steganographic techniques.
If a step of the framework is performed by both roles (C and R), the leading
role is highlighted in Figure 5.1.

Pattern
Collection

(Big-C's with links
to small-c's)

Pattern                     
descriptions                     

3.
Identify
Creative
Potential

(C,R)

3.b: Acceptance
as new pattern
(case „Big-C“)

Perform                               
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review
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Camera-ready
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Originality, Quality
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2. Create Novel
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(R)
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(C, R)
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Pattern descriptions
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3.a: Acceptance
of paper as `evidence'
for an existing pattern

(case „small-c“)

FIGURE 5.1: Creativity framework for network steganography
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Step One: Generate Pattern Collection

Before a pattern collection can be used and serve as basis for further re-
search, it must be created by one or many researchers (R). This step is
performed by compiling a survey in which recurring design principles of
hiding techniques are analyzed and grouped into hiding patterns. These
patterns must be explained in the form of a pattern language – in our case
PLML – to provide a unified and clear structure of the grouped hiding tech-
niques. The compilation process for a new pattern collection may require
several months of work. By publication in a public journal, the pattern col-
lection becomes available to the scientific community (C).

The hiding patterns described in (Wendzel et al., 2015; Mazurczyk et al.,
2016a) are suitable for the initial pattern collection. Due to the detailed
description of the approach, these publications can also serve as a guideline
for the development of new pattern collections.

Step Two: Create Novel Approaches

Completely new and thereby highly creative ideas are quit rare. In fact, a
closer look at creative contributions shows that a lot of innovative products
on the product market, theories in science or contributions in literature and
arts are reinterpretations or advancements of already existing concepts. For
example, Kepler proposed his three laws of planetary motion after he drew
an analogy between planetary observations and magnetism (Gentner et al.,
1997). Accordingly, creativity research focusing on the process perspective
also emphasizes the importance of conclusions by analogy. Many models
of the creative process include a distinct process stage often labeled category
combination. Category combination comprises the combination or reorgani-
zation of knowledge (respectively, information) for the generation of new
ideas (Baughman and Mumford, 1995; Mumford et al., 1997; Mumford et
al., 2003; Mumford and Gustafson, 1988).

Various offensive as well as defensive cyber security techniques, includ-
ing firewalls, intrusion detection systems, honeypots, botnets, and worms,
follow ideas whose equivalents can be found in nature (Mazurczyk and
Rzeszutko, 2015). Not only does their technical logic represent an adaption
of proven evolutionary concepts, but also the naming of these techniques
stresses their close link to already existing mechanisms.

Applying concept combination from creativity research to the area of net-
work steganography, researchers (R) should thus keep the patterns of the
pattern collection in mind when designing new hiding techniques. For in-
stance, an existing pattern’s technique could be inverted or combined with
other patterns to build ideas for new patterns. Therefore, a researcher may
select the most diverse patterns to produce higher novelty in comparison
to extending ideas of hiding patterns with lower diversity. However, a sole
parallel application of two patterns (e.g. a timing channel pattern com-
bined with a storage channel pattern) cannot be considered a new pattern
as each technique has to be handled by a separate pattern. It may, however,
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be imaginable to introduce hybrid patterns which combine existing pat-
terns in useful ways. Such hybrid patterns must be considered as second
tier patterns and cannot possess the same status like non-hybrid pattern
as firstly, basically all patterns can be combined to form hybrid patterns,
and secondly, the idea of hybrid hiding methods was already published
(by Mazurczyk and Szczypiorski, 2008).

Indeed, a researcher may apply his very own discovery methods and can
create entirely novel approaches without taking existing patterns as a ba-
sis. An uncommon approach to discover novel patterns may even result in
higher creativity (Simonton, 2004). In this case of applying own discovery
methods, the researcher may only use the pattern collection to ensure that
his new hiding technique is not already represented by an existing pattern.
In other words, the framework does not limit the creativity and freedom of
researchers but aims to support it.

However, all proposed hiding techniques of a researcher must fulfill the re-
quirements of a creative product. Firstly, the new techniques must be orig-
inal with respect to the existing patterns; secondly, they must be adaptive,
i.e., applicable in practice, and must be proven by an implementation.

Step Three: Identify Creative Potential

In the form of a scientific paper that features a PLML-based description of
the hiding technique, the researchers (R) submit their pattern (or evidence
for an existing pattern) for peer review to the research community (C).

Both, C and R, evaluate the creativity of the proposed technique, while R
initiates the process. Firstly, R evaluates his hiding technique (the creative
product) based on his own internal criteria for what can be considered a promis-
ing idea (Simonton, 2004). If R concludes that his idea matches the neces-
sary quality requirements for a scientific contribution, he needs to prepare
a scientific manuscript for submission. In the manuscript, he underpins the
creativity of his new technique using the creativity metric we introduce in
Section 5.4. Afterwards, R submits the manuscript for peer review.

The peers (C) rate whether the stated arguments of R are actually true by
performing a review, e.g. as described in (Smith, 1990). Within the review,
the peers additionally evaluate the creativity of R’s work by applying the
same metric of Section 5.4.

This metric will help to distinguish between contributions of a high level
of creativity and such contributions that improve our understanding of
steganographic techniques but do not widen the existing pattern collec-
tion. The classification of new ideas, products or concepts by their level
of creativity is quite popular in creativity research. In Psychology, the term
‘small-c’ is used to express that a creative product is linked to low creativity
(Simonton, 2014; Silvia et al., 2014; Kaufman and Beghetto, 2009; Kaufman
and Beghetto, 2013). In such a case, the work represents an existing pat-
tern and can be added to the references of the particular pattern, i.e., R’s
proposed hiding technique is added to the pattern collection in order to
provide evidence for an existing pattern. Therefore, R must (monitored by
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C’s peer review) explicitly reference the existing pattern, which leads to
step five. Indeed, R is able to withdraw and re-submit his work to another
conference or journal if he does not accept the small-c categorization.1

In case of a high level of creativity, the term ‘Big-C’ is used. In such a case, a
new pattern can be created and added to the collection, which leads to step
four. In both cases, ‘small-c’ and ‘Big-C’, the publication of a paper con-
taining a pattern (or adding ‘evidence’ to an existing pattern) automatically
integrates R’s contribution to the pattern collection.

Note that C can also reject the work of R, which means that no alternation
of the pattern collection is achieved. Criteria for rating the creativity level
of R’s hiding technique are presented in Section 5.4.

Step Four: Optimize Pattern Description After Acceptance

In step four, which only applies for ‘Big-C’ cases, R’s idea was accepted as
new pattern and will be published. To this end, R optimizes the pattern
description within the submitted paper based on C’s review. This step is a
part of the process in which R creates the camera-ready version of his paper.

Step Five: Publication (Maintenance of the Pattern Collection)

Within the network steganography community, research groups – forming
the people behind the role ‘C’ – are maintaining the pattern collection, ba-
sically due to peer review in step three. A project website for long-term
maintenance of network steganography patterns was set up that allows
participants to discuss and question existing patterns and their evidence:
ih-patterns.blogspot.com. Every author showing an accepted paper that adds
a pattern or evidence to an existing pattern can request that his publication
will be added to the webpage. This allows an easy access for the research
community to the pattern collection.

However, a scientific research field may not only be driven by the power
of few established research groups. It is thus necessary that a pattern col-
lection is not only accessible due to scientific publications, but also forkable.
Forking a pattern collection is similar to forking an open source software
project. In the case of an open source project fork, the code is copied; the
existing contributor’s names remain but the copy of the code is from that
date on edited independently from the original and the names of the new
contributors are added to the code. In other words, the pattern collection
can be copied and extended by other individuals which can be part of C or
stay even outside of the previous C. This allows changing the rules applied
to evaluate the creativity of the hiding methods and also the rules of the
framework. However, the reputation of a pattern collection is represented

1While most journals allow to have multiple peer review rounds per submission, con-
ferences often directly accept or reject a submission. For this reason, conference reviewers
(C) must explicitly state that a paper should be accepted under the condition that i) R refer-
ences a particular pattern and that ii) R declares his contribution as ‘evidence’, what should
be monitored by the conference chairs (also C) as the reviewers will have no further control
over the process.
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by its acceptance by leading scientists in a field and by the publication in
high-quality journals and conference proceedings.

One aspect that can lead to a fork are so-called multiples: Simonton high-
lights multiples which appear on a regular basis in scientific history in
form of parallel discoveries or rediscoveries (Simonton, 2004). As men-
tioned, such multiples – or duplicates – also appear in the area of patterns
(Henninger and Corrêa, 2007) but Simonton adds the aspect of grade to it
(Simonton, 2004). The grade is the number of rival claimants to the discovery
or invention. For instance, if n authors propose the same hiding technique,
the associated pattern multiple’s grade is also n. The scientific community,
which is in charge of the pattern maintenance, takes care of spotting mul-
tiples and their divergent naming.2 Therefore, pattern duplicates can be
added as aliases to an existing pattern (step three) and members of C can act
as R to propose such changes (step two).

5.4 A Network Steganography Creativity Metric

One of the core goals of our framework is to provide a metric for the creativ-
ity of a hiding technique. Such a metric cannot be built on a single aspect
as hiding techniques in network steganography are linked to a variety of
attributes.

Therefore, we provide a threefold metric, which requires a textual descrip-
tion within R’s manuscript for each of the following categories. Of these
three categories, the primary category is considered the most important
and the tertiary category the least important to evaluate the creativity of
a hiding method:

1. Primary category (originality of hiding technique): The major aspect to
evaluate the creativity of a hiding technique is the extent to which it
differs from the existing hiding techniques represented in known hid-
ing patterns. Due to the large divergence of hiding techniques, a tex-
tual representation is necessary to explain this part. For instance, us-
ing a reserved flag of a network protocol cannot be considered novel
as patterns already describe this technique.

2. Secondary category (steganographic quality): A researcher (R) can take
various steganographic attributes into account to support the qual-
ity of his hiding technique. The classical aspects to highlight in this
regard are the detectability, robustness, and bandwidth of a hiding
technique, but it is also possible to highlight its steganographic cost
(Mazurczyk et al., 2016b). An optimally prepared manuscript high-
lights all four attributes.

3. Tertiary category (adaptability or novelty of application area): A stegano-
graphic hiding method may be applied to a new area (e.g. to smart
vehicle networks) that was not subject to a network steganographic

2It is important to emphasize the fact that creativity research differs between the origi-
nation and acceptance of ideas (Simonton, 2004; Hammond et al., 2011; Lubart, 2001) The
research community may forget non-accepted research work over the years, which can lead
to a rediscovery of the same idea by another researcher.
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research before. A new area of application can also be a particular
network protocol. However, a new area of application does not nec-
essarily increase the creativity of the hiding method itself since it rep-
resents only the adaptation of an exiting idea to another context. In-
stead, the adaptation to a new area supports the addition of R’s hiding
technique to the ‘evidence’ attribute of a given hiding pattern.

In other words, the novelty of the application area depends on the
time of a technique’s presentation. For instance, several years ago,
steganographic methods in smart buildings might have been a novel
application area but after first publications arose in this context, the
novelty of the application area is now lower. Similarly, hiding infor-
mation in the IP header was a newer area of application in the mid-
1990’s than it is today.

In step three of the framework, the researcher (R) provides arguments in
his paper to support all three categories while the reviewers (C) review the
correctness and reasonability of the provided arguments. On this basis, C
can decide whether the approach is a new pattern, ‘evidence’ for an existing
pattern, or not novel enough or of not acceptable quality to become a part of
a pattern collection. If C decides to allow R a modified re-submission of his
work, an additional review round can be performed — possibly multiple
times.

5.5 Exemplary Walk-though

For a better illustration, we now provide an example on how to use the cre-
ativity framework. We assume that both, R and C are aware of our frame-
work. If neither R nor C is aware of the framework, the framework would
simply remain unused by these individuals, providing no update to the
pattern collection at all. However, publications not based on patterns can
be integrated into pattern collections a posteriori by creating surveys or by
adding evidence to online pattern collections.

Step one of the framework (the creation of a pattern collection) must only
be performed if no pattern collection is already available. For this reason, R
can use the existing pattern collection as the basis for the following steps.

In step two of the framework, R combines the concepts of a reasonable num-
ber of patterns in the hope to create a new pattern — as mentioned, a typical
process to generate a creative product. Alternatively, R can create ideas for
new hiding techniques from scratch without taking existing patterns into
account at this step.

Finally, R ends up with a considerably useful idea, namely to signal hid-
den information by the ‘position’ of a packet corruption within a network
flow. For instance, if the third packet in a network flow is intentionally
corrupted, it represents a hidden symbol A while a corruption of the sixth
packet represents a hidden symbol B.

Being aware of the framework, R can recognize that his hiding technique
is a combination of the two patterns PDU Corruption/Loss and Position. The
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PDU Corruption/Loss pattern represents hiding techniques which signal
hidden data via packet loss or via corrupted network packets (e.g. those
having invalid checksums). The Position pattern transfers hidden informa-
tion by modifying the order of header elements (e.g. the order of header
lines of in a HTTP request).

Based on his idea of a hiding technique, R implements a prototype to ver-
ify the feasibility of the technique and to evaluate its technical details such
as the channel capacity. R compiles all relevant information about his hid-
ing technique in form of a scientific paper. When describing the hiding
technique in his paper, R either explains to which patterns the technique
provides new evidence or why the technique cannot be associated with an
existing pattern and, for this reason, necessarily represents a new pattern.
Finally, R submits his paper for peer review to a scientific conference.

During the review process, R’s paper is sent to several peer reviewers (C).
The peer reviewers state that the major aspect of the proposed hiding pat-
tern is the position of a given PDU in a network flow (in R’s case, the im-
portant PDU is the one that contains an error). Therefore, the reviewers
consider the hiding technique as being ‘small-c’, i.e., it provides additional
‘evidence’ to the Position pattern, but cannot be seen as a new pattern itself
(still step three).

Based on all received comments of the reviewers, R finalizes his paper and
submits a camera-ready version for publication. After the camera-ready
version of the paper is published and if patterns were taken into account,
the ‘evidence’ is officially provided to the existing pattern through the ac-
cessible paper (step five).

If R’s proposed hiding technique would have been accepted as a new hid-
ing pattern (Big-C) by the peer reviewers, the published paper would rep-
resent the description of a new pattern, eventually featuring an optimized
description to match the reviewer’s requirements (step four).

R can support the visibility of his hiding technique (being it a patern or an
evidence entry to an existing pattern) in form of a comment on the existing
pattern listings (e.g. ih-patterns.blogspot.com) or at any other place where a
pattern collection is published to increase the distribution of research find-
ings.

5.6 Discussion

To achieve our goal of a practical framework, we do not provide a low-level
discussion on scientific creativity as can be found in (Simonton, 2004). For
instance, our framework does not focus on the slight, and in some aspects
unclear, differences between multiples and their opposite (singletons). If
the scientific community decides to accept the proposed framework and
makes the decision to change the aspects of it or to add the handling of
more details of scientific creativity, the model is open for change.

We will first discuss whether our framework achieves the previously in-
troduced framework requirements, followed by a description on how to
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match the general requirement that a pattern cannot be called a pattern un-
til at least three evidence cases are provided. We end this section with a
note on alternative application areas for the framework.

5.6.1 Discussion of the framework’s requirements

We address the requirement of publicly accessible patterns (requirement
one) by requiring R to publish novel patterns in publicly accessible, peer re-
viewed organs and by providing the option to provide comments to the ex-
isting pattern collection on-line or on alternative websites every researcher
can create himself.

The requirement of a unified pattern description (requirement two) is ad-
dressed by the use of PLML as it ensures unified descriptions by its pre-
defined set of attributes (e.g. evidence, alias or solution).

Our framework limits duplicates (requirement three) due to the framework’s
integration into the academic peer review process in which duplicates may
be spotted. In addition, requirement three is addressed by the use of PLML
aliases. Aliases allow the a posteriori merging of redundant ideas pub-
lished using different names, i.e., they can be applied if duplicates were not
identified during the peer review.

The integration into the peer review process matches the requirement of the
framework’s applicability to scientific practice (requirement four). Given
the framework awareness of R or C, the consideration of patterns for a new
hiding technique can be enforced. At the same time, the traditional review
procedures are kept. The overhead of checking whether a proposed hiding
technique matches an exiting pattern is minimal due to the small number
of patterns and their hierarchical order.

The framework is applicable even under the circumstance that only a mi-
nority of researchers of the network steganography domain will apply it
(requirement five). Even if only applied by few researchers, their combined
effort for a unified pattern collection will lead to a more unified terminol-
ogy and less re-inventions for hiding techniques. However, the more re-
searchers apply in the framework, the more efficient it will be. In that sense,
the framework represents a living process and the number of researchers
participating in it can change over time.

Our framework fosters the creation of novel hiding techniques (require-
ment six) by giving researchers the chance to contribute an own pattern to
the pattern collection. On the other hand, our concept can lead to the situa-
tion that a proposed hiding technique becomes a pattern although it should
only be considered as ‘evidence’ for an existing pattern. For instance, one
researcher could propose a new pattern and an unqualified reviewer might
accept it as such although it should only be accepted as an ‘evidence’ en-
try for an existing pattern (or not at all) — this contradicts requirement
three and is an existing problem of the network steganographic field that
the framework will not solve but reduce if applied correctly.

Creativity research focusing on creative products outlines the problems re-
lated to creativity ratings of products like hiding techniques. Whenever
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products are rated, this evaluation underlies a social construction of crite-
ria. Which solution is considered as non-, lowly or highly creative depends
strongly on the raters’ background. Their individual expertise, experience
and strategy influence ratings as well as the zeitgeist, cultural factors or
simply a changing technological context in change of time. Little expertise
or experience of the raters is one of the key issues. Rather uninformed re-
viewers might not be aware of already existing techniques. In consequence,
they might not be able to detect the linkage of an alleged new pattern to an
already known pattern of hiding techniques.

To deal with such problems and the resulting inconsistencies, we recom-
mend compiling pattern surveys every 3-10 years and publishing these
surveys in recognized journals or conferences. New surveys can modify
the pattern collection by publishing a new version of it. Such surveys can,
for instance, move a ‘pattern’ into the ‘evidence’ attribute of an existing
pattern. The proposal of regular survey compilation matches the require-
ments four and five for integration into scientific practice as it keeps the
pattern collection updated and provides good knowledge management for
the scientific community as well as for practitioners. In addition, a scientific
discussion about patterns should be performed using moderated websites
as these can be updated at any time while surveys remain as mid-term and
long-term solutions.

5.6.2 Pattern’s Requirement of Recurring Designs

Patterns must – per definition – occur multiple times. A typical boundary
value for a design to become a pattern is three occurrences, provided as ref-
erences in the ‘evidence’ attribute of PLML. It is our belief that the scientific
community should ensure that all hiding techniques with ‘Big-C’ are repre-
sented by new patterns and rediscoveries are kept at a minimum. For this
reason, we suggest that for the few new patterns to be found, patterns with
a ‘pending’ status are created. Such patterns are part of a pattern collec-
tion as all other patterns but feature the keyword ‘pending’ in their name.
A simple heuristic could be to consider the ‘pending’ keyword obsolete as
soon as three references are listed in the ‘evidence’ attribute. An actual re-
moval of the keyword cannot be done a posteriori in the same publication
but by the above-mentioned regular surveys.

5.6.3 Applicability in Other Areas

We assume that our creativity framework can also be applied to other areas
of information hiding besides network steganography. An imaginable area
is digital media steganography. Moreover, our framework can be used to
create a pattern collection of steganographic countermeasures, which were
also already linked to patterns in (Wendzel et al., 2015). For instance, vari-
ous techniques similar to the pump (Kang and Moskowitz, 1993; Ogurtsov
et al., 1996) can form a pattern while traffic normalization (Handley et al.,
2001) must be considered a clearly different pattern due to its fundamen-
tally different functioning. The initial step of creating a pattern collection
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must be performed first in these areas. Finally, the framework will be ap-
plicable to non-information hiding, even non-computer science, areas due
to its generic approach.

5.7 Conclusion

We present a framework and a metric for evaluating the creativity linked
to hiding techniques and to handle inconsistencies in the terminology of
network steganography. The framework can be applied in practice and is
thus embedded into the academic peer review process. By providing an
exemplary walk-through, we have shown the applicability of the approach.
The framework’s design is not static and can be modified by the scientific
community to fit their needs and it can be adapted to future developments.
As patterns serve as basic elements of our framework, the framework takes
advantage of their flexibility, accessibility and structure. In addition, the
community benefits from the framework’s application even if only applied
by a minority of researchers.

A drawback of our framework lies in the fact that different researchers,
especially early-stage researchers, may unknowingly allow the integration
of a pattern that is only a representation of another hiding technique. We
foresee regular surveys (every 3-10 years) as a clean-up solution for this
drawback.

In addition to steganographic hiding techniques, the creativity framework
is also applicable to other areas of information hiding, such as countermea-
sures or digital media steganography, as well as to other sciences.
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Chapter 6

A Unified Description Method
for Hiding Techniques

Abstract Based on the framework provided in the previous chapter and
the concept of hiding patterns, hiding methods can now be categorized in a
unified taxonomy and their novelty and applicability can be evaluated dur-
ing peer review. However, mentioning patterns and evaluating the novelty
of proposed hiding methods is not enough to advance the methodology in
network steganography.

Until now, papers presenting new hiding methods describe these methods
in arbitrary ways, making them difficult to compare. For instance, some
publications describe classical channel characteristics, such as robustness
and bandwidth, while others describe the embedding of hidden informa-
tion. We introduce the first unified description of hiding methods in net-
work steganography. Our description method is based on a comprehensive
analysis of the existing publications in the domain. When our description
method is applied by the research community, future publications will be
easier to categorize, compare, and extend. Our method can also serve as a
basis to evaluate the novelty of hiding methods proposed in the future.

Originally published: Wendzel, Mazurczyk, and Zander (2016)
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6.1 Introduction

On the basis of hiding patterns, the previous chapter defined a new aca-
demic workflow for the creativity evaluation of network steganography
methods. The key concept of this workflow is that if a new hiding method
cannot be represented by an existing pattern, it comprises higher novelty
than a hiding method that was already described by a pattern and is thus
not novel. The evaluation process of hiding methods in conjunction with
hiding patterns can be integrated into the traditional peer-review process
but requires an author to explain why a hiding method is (or is not) repre-
sented by an existing hiding pattern. The approach of the previous chap-
ter fosters the reduction of terminology inconsistencies as new publications
will be aligned to existing pattern terminology and the improved peer re-
view process eases spotting any inconsistencies.

In this chapter, we provide a twofold contribution: we performed an in-
depth analysis of hiding method descriptions in papers and discovered sev-
eral inconsistencies in these descriptions. We also provide a way to describe
hiding methods that helps to prevent such inconsistencies by ensuring a
unified, comparable description of the hiding methods.

Contribution A: Literature Analysis: We analyzed 131 hiding method descrip-
tions from 74 publications published between 1987 and 2015. The analysis
brought to light relevant inconsistencies in the description of hiding meth-
ods. In particular, we noticed large differences in the evaluations and tech-
nical descriptions between the publications. While for some hiding meth-
ods, the channel capacity is described, other publications focus solely on the
embedding process, the application scenario of a hiding method or other as-
pects. In addition, the way in which hiding methods are described changed
over time. Moreover, the descriptions of hiding methods even vary within
some of the papers. We also found that some papers combine the evaluation
and description for several hiding methods. For example, some publica-
tions discuss the overall throughput of multiple hiding methods instead
of discussing the different channels separately. These non-unified descrip-
tions make it difficult to compare publications that propose new hiding
methods and to evaluate each described hiding method separately.

Contribution B: Presentation of a Unified Description Method: We introduce a
method for a unified description of hiding methods in network steganogra-
phy. Figure 6.1 visualizes our contribution in the context of previous work.
The existing hiding patterns describe how hidden information is signaled,
and the creativity framework provides a way to reduce redundant research
outcomes and to evaluate whether a proposed hiding method is actually
new, or not.

This chapter fills a missing gap in the previous work by introducing a multi-
facetted and detail-rich description for hiding methods. In comparison to
existing hiding method descriptions that we analyzed in Contribution A, our
unified description has several advantages. When applied by the scientific
community, our unified description method will enable the easy compari-
son, categorization, and evaluation of hiding methods. In addition, a uni-
fied description also eases the identification of research gaps as these can be
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Hiding
Patterns

(Wendzel et al., 2015)
and (Mazurczyk et al.,

2016)

Unified
Description
for Hiding
Methods

(this publication)

Provides a unified taxonomy
of hiding methods based on
patterns and shows redundancies
in the research domain.

Creativity
Framework

(Wendzel and Palmer,
2015)

Provides a framework to
evaluate the novelty of hiding
methods in academic peer
reviews.

are the
basis for

Enables the comparison of
hiding methods which were
previously described in a non-
unified (non-comparable) way.

enriches

FIGURE 6.1: Contribution of this work: While hiding patterns serve as a basis
for this new publication, it provides its own contribution by enabling the struc-
tured comparison of research work on hiding methods and it can be also used in

conjunction with the creativity framework.

easily spotted (for instance, with the unified description method, a reader
can easily see whether a channel capacity estimation is still lacking for a
hiding method or whether a detection method is not given and must be
subject to research first). Last, but not least, our description method can
also serve as a basis for the creativity framework and will enrich the evalu-
ation process of the same.

The remainder of this chapter is structured as follows. Section 6.2 provides
an overview of the unified description method for hiding methods. The
description method is split into three main categories, which are covered in
Sections 6.3–6.5. We discuss results of our literature analysis in Section 6.6
and provide two exemplary descriptions in Section 6.7. Section 6.8 explains
how the unified description can be used in combination with a creativity
framework to evaluate the novelty of newly proposed hiding methods. We
provide a conclusion in Section 6.9.

6.2 Unified Description Method

We analyzed the literature describing 131 hiding methods published since
1987. The analysis revealed that the descriptions of hiding methods in the
related publications differ significantly regarding their provided informa-
tion. To improve this situation, we designed a unified description method.
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The unified description method can be directly applied to structure new
scientific papers. This way, authors which present hiding methods make it
easy for other researchers and reviewers to compare the new hiding method
with existing hiding methods. Our unified description can be also com-
bined with the ‘creativity framework’ (Wendzel and Palmer, 2015) to eval-
uate the novelty of a proposed hiding method by applying concepts of cre-
ativity research during the academic peer review process. By combining
the creativity metric with our unified description method, both, the pre-
sentation of a hiding method and the underlying research novelty can be
compared in a process that is unified, reasonable and re-constructable.

Our description of hiding methods is split into three categories, namely
general information about the hiding method, description of the hiding process,
and potential or tested countermeasures. The first two categories comprise sub-
categories and each (sub-)category can be mandatory or optional. Figure 6.2
provides an overview.

- Hiding Pattern [mandatory]

- Application Scenario [mandatory]

- Required Properties of the Carrier [mandatory]

- Sender-side Process [mandatory]

- Receiver-side Process [mandatory]

- Covert Channel Properties [mandatory]

- Covert Channel Control Protocol [optional]

Unified Description Method

Hiding Method General Information [mandatory]

Hiding Method Process [mandatory]

Potential or Tested Countermeasures [mandatory]

FIGURE 6.2: Overview of the description method’s structure.

The category ‘hiding method general information’ consists of a link to an
existing hiding pattern and a detailed description of the hiding method. It
also includes a discussion of the application scenario and requirements of
the carrier. The category ‘hiding method process’ is split into four parts: the
sender-side and the receiver-side description of the hiding method, the de-
tails of the covert communication channel, and the description of an associ-
ated covert channel control protocol (if applicable). The third category dis-
cusses both potential and evaluated countermeasure, including those that
detect, limit or prevent the particular hiding method’s use. The following
three sections explain all categories.

6.3 Hiding Method General Information

This section describes the general attributes of the steganographic method.
These attributes include the hiding pattern that the method belongs to, the
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considered and potential application scenarios, and general requirements
for the carrier.

6.3.1 Hiding Pattern [mandatory]

In (Wendzel and Palmer, 2015), we proposed that when a new hiding method
is to be published, it should be assigned to a particular pattern or provide
evidence why it does not match any of the existing patterns. In case the
proposed hiding method does not match any existing pattern, a new pat-
tern can be created (Wendzel and Palmer, 2015). As the existing patterns
are based on many hiding methods invented since 1987, it is likely that a
new hiding method can be represented by an existing pattern. In the less
likely case that no existing pattern fits, the authors of the new method must
provide a detailed explanation of a new pattern that underpins the novelty
of the hiding method they propose. The consequence of a new pattern is an
extension of the existing pattern catalog.

If the authors decide a hiding method can be represented by an existing
pattern, the pattern should be stated including the whole hierarchical path
of the pattern in the pattern hierarchy (including sub-patterns). The hiding
pattern hierarchy is described in detail in (Wendzel et al., 2015) and an on-
line version is available under https://ih-patterns.blogspot.com.

A pattern name including the path within the hierarchy is the complete
path from the root node of the hierarchy to the leaf that represents the pat-
tern. For instance, a hiding method that modifies the least significant bit
(LSB) of a header element would be represented by the “LSB” pattern and
the full path of the hierarchy would be:

Network Covert Storage Channels
‘-- Modification of Non-Payload

‘-- Structure Preserving
‘-- Modification of an Attribute

‘-- Value Modulation
‘-- Least Significant Bit (LSB)

For each element of the hierarchy, it should be explained briefly why the
described hiding method belongs to the element, e.g. why the new method
is a covert storage channel (and not a timing channel), why it preserves
instead of modifies the structure of a PDU, why it is an attribute modifica-
tion, value modulation, and LSB-based method. Using the hierarchy-based
explanation, every reader who has knowledge of the pattern hierarchy can
easily follow and verify the argumentation of an author.

6.3.2 Application Scenario(s) [mandatory]

This category describes the application scenario for which a hiding method
was developed. It helps to identify novel application scenarios and makes
it easier to compare different methods as some hiding methods may have
application-specific limitations. Such methods may not be usable in other
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scenarios. For example, hiding methods developed for breaking anonymiza-
tion (Zander and Murdoch, 2008) may provide only small throughput mak-
ing them unusable for general-purpose communication.

Many hiding methods were developed for general-purpose communica-
tion, i.e. the passing of secret messages between two or more parties. Typ-
ically this application is motivated by the existence of an adversarial re-
lationship between different groups, such as government agencies versus
criminal or terrorist organizations or dissenting citizens versus their gov-
ernments. Other existing hiding methods are tailored to the case of hackers
or corporate spies whose aim is to covertly control compromised systems
or exfiltrate data from compromised systems. Similarly, malware, such as
computer viruses or worms, can use hiding methods to spread undetected,
to exfiltrate data, or for covertly exchanging information (e.g. execute brute-
force attacks on cryptosystems (White, 1989)). Indeed, this rising trend has
been confirmed by many real-life examples of information hiding-capable
malware (Cabaj et al., 2018a; Mazurczyk and Wendzel, 2018).

On the other hand, there are hiding methods that were developed for very
specific contexts. Some hiding methods were developed to break anonymiza-
tion, for example Murdoch et al. developed methods to reveal servers hid-
den inside anonymization networks (Murdoch and Danezis, 2005; Zander
and Murdoch, 2008). Other hiding methods were developed for transmit-
ting authentication data, for example to allow authorized users to access
open firewall ports while presenting these ports as closed to all other users
(“port knocking”) (deGraaf et al., 2005). Another type of hiding methods
were designed for packet/flow traceback or watermarking – techniques
used for linking different observable instances of network packets or flows
in scenarios where packet contents cannot be used for linking (Houmansadr
et al., 2009). Another specific application are hiding methods developed for
cheating in on-line games (Murdoch and Zielinski, 2004).

In case a hiding method is for general-purpose communication, no com-
prehensive description is needed. However, for methods that were devel-
oped for a specific application in a specific context, the application scenario
should be described in detail. Also, new application scenarios should be
described in more detail than well-known scenarios.

6.3.3 Required Properties of the Carrier [mandatory]

This category is used to specify the properties of the carrier that the hiding
method requires. It should describe whether the hiding method is limited
to a certain protocol (or a service) as carrier or whether it can be used with
several or even many different carrier protocols/services.

If the hiding method is tied to a single carrier protocol, the description must
specify the protocol and describe the specific protocol features that are used
by the hiding method. If a hiding method works with a set of carrier pro-
tocols, the description must specify the protocols and the protocol features
the hiding method relies on. If a hiding method depends on certain proto-
col features that are common to a large number of protocols, the description
must list the features and describe them. For truly generic hiding methods
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that work with all kinds of carrier traffic the description may be short; how-
ever, in our experience such generic hiding methods are rare.

For hiding methods that are not only tied to certain protocols or protocol
features, but also require certain operational conditions, these conditions
must also be described. For example, a method that hides information by
intentionally introducing packet losses assumes that packets of the carrier
can be discarded. It can only blend in with the normal traffic if there is nat-
ural packet loss (Kraetzer et al., 2006); hence, the possibility and occurrence
of natural packet loss is an operational condition for this hiding method.

6.4 Hiding Method Process

This section covers the categories which describe the actual process of the
hiding method, including the embedding and the extraction of hidden data,
as well as the channel properties and a potentially present control protocol.

6.4.1 Sender-side Process [mandatory]

This category describes the embedding process performed by the covert
sender to hide secret data. It must be explained whether the sender is a cen-
tralized host/process or distributed. In the classical scenario, one sender
transfers secret data to one receiver (the sender-to-receiver relationship is
‘1:1’). However, other scenarios are also possible and they depend on the
specific context in which a covert transmission is performed or it can be a
characteristic feature of the carrier utilized for hidden data exchange. In
case of covert channel overlay networks, it is imaginable that one sender
broadcasts the covert data to multiple receivers (‘1:m’). In case of a dis-
tributed sending system, there may be n hosts forming one logical sender
that transfers data to one or multiple receivers (‘n:1’ and ‘n:m’ relations).
For instance, if the source address of a receiver indicates a hidden bit, two
senders can be used to transfer a message of zero and one bits to a receiver.

The location of the covert data can be also centralized or distributed de-
pending on whether the hidden data is ‘inserted’ into a single carrier (or
a subcarrier) or it is distributed across several carriers (subcarriers). This
means that the covert data can be embedded into one particular part of
a packet or into multiple areas of a packet, but it can be also distributed
among different flows (Mazurczyk et al., 2016a).

This category should also contain information that describe how the sender
synchronizes where and when secret data is encoded. It is worth mentioning
that synchronization capabilities can be necessary at two levels of a covert
communication, the bit level and the packet/frame level. In case when
multiple carriers or subcarriers can be selected for embedding secret data,
a synchronization mechanism should be described, at least if it is necessary
for the well-functioning of the covert channel. Such a mechanism should
describe how the sender selects the carrier or subcarrier in a way recog-
nizable by the receiver. If a timing channel is given, the category should
accordingly explain how a synchronization of timing events is done.
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It must be also specified whether the steganographic method generates its
own cover traffic or whether data is hidden in third-party cover traffic. In
case the hiding method is responsible for the cover traffic generation then a
description of this process must be included here.

6.4.2 Receiver-side Process [mandatory]

This category describes the recognition and extraction process of the covert
data at the receiver-side. Similar to the sender-side process description, the
secret receiver can be also centralized or distributed and the same consider-
ations apply here (see Section 6.4.1). If the receiver is a distributed system, it
should be explained how the covert data is extracted from the hidden data
carrier and how it is finally merged. If a synchronization mechanism was
implemented by the sender, this category should describe how the receiver-
side synchronization is performed.

6.4.3 Covert Channel Properties [mandatory]

In this category the considered hidden communication scenario(s) for the
particular steganographic method should be described and it should be in-
dicated whether the created covert channel is direct or indirect. Moreover,
four characteristic features of the information hiding technique should be
analyzed. This will allow to describe properties of the created covert chan-
nel.

For network steganography, two main possible communication scenarios
may be considered, as illustrated in Figure 6.3. The first scenario, i.e. end-to-
end scenario, is the most common: the secret sender and the secret receiver
perform overt communication while simultaneously exchanging covert data.
In this case the overt communication path is equal to the covert path. In
the second scenario, i.e. Man-in-the-Middle (MitM) scenario, only a part of
the end-to-end overt communication path is used for the hidden commu-
nication, as a result of actions undertaken by intermediate covert nodes.
Therefore, the overt sender and overt receiver are, in principle, unaware
of the steganographic data exchange. Obviously hybrid scenarios are also
possible where the overt sender/receiver serves as secret sender/receiver
but the other covert party is located in some intermediate node.

Next, it should be indicated whether the covert channel is direct or indi-
rect, i.e. whether the overt traffic flows directly from the secret sender to
the secret receiver or via one or multiple intermediaries. In case of a direct
channel the overt traffic that contains the covert data flows directly from
the secret sender to the secret receiver (who both can act as middlemen). A
covert channel is indirect when the secret sender does not send covert data
directly to the secret receiver (or a destination downstream of the secret
receiver). Instead, the secret sender transmits the covert data to an interme-
diate host which then unknowingly forwards (due to the functions of the
overt traffic protocol) the covert data to the secret receiver. This means that
there are two flows of the overt traffic conveying the covert data, i.e. the
first flow is between the secret sender and an unwitting intermediary and
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FIGURE 6.3: Hidden communication scenarios (OS – overt sender, OR – overt
receiver, SS – secret sender, SR – secret receiver, I - intermediate node)

the second flow is between the intermediary and the secret receiver. In-
direct covert channels provide an increased stealthiness as a warden does
not observe a direct flow of information between the covert sender and re-
ceiver. On the other hand they are typically harder to implement and have
a smaller capacity than direct channels. In case of an indirect channel the
requirements on the intermediate need to be described.

For example, Rowland, 1997 proposed an indirect channel that exploits the
TCP three-way-handshake. Instead of sending a TCP SYN segment with
an ISN containing covert data directly, the secret sender sends the TCP
SYN segment to the intermediary (a bounce host) with a spoofed IP source
address set to the intended destination. The intermediary then sends a
SYN/ACK or SYN/RST to the secret receiver with the acknowledged se-
quence number equal to the ISN+1. The secret receiver decodes the hidden
information from the ACK number (ACK−1).

The classic characteristics of any information hiding method as mentioned
by Fridrich in (Fridrich, 2009) are: steganographic bandwidth (or channel ca-
pacity), undetectability and robustness.

Steganographic bandwidth/capacity is the number of secret bits that can
be sent per time unit when using a particular method or under a given con-
dition, e.g. being undetectable with a specific detection technique, that is
Bs = bs/t. While the absolute bandwidth is most important, another rele-
vant metric is the average ratio of the number of secret bits to the number
of carrier bits rs = ∑(bs)/∑(bc).
Undetectability is the inability to notice a steganogram within a certain car-
rier, under certain conditions, or the inability to notice the presence of a
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steganographic communication, at all. A more formal description can be
based on (Liu et al., 2010). Assume there is a sequence of N feature val-
ues used to encode covert data, such as N message delays or lengths, and
define F and F̃ to be feature distributions for the covert channel and le-
gitimate traffic respectively. Then, a covert timing channel is called poly-
nomially undetectable with respect to a security parameter σ if it holds for
any distinguisher D with a runtime polynomial in σ and for any N that is
polynomial in σ that D(F, F̃ ) is negligible in σ.

Robustness is the amount of network and adversary noise a covert channel
can withstand so that the covert receiver can still decode the data.1 What
constitutes noise depends on the type of channel, e.g. it could be delay,
packet loss or packet modifications. Robustness can be measured as the ca-
pability to achieve a decoding bit error rate (BER) smaller than a given ro-
bustness threshold ε. Since the BER is inversely proportional to the Signal-
to-Noise Ratio (SNR), robustness can also be defined in terms of the SNR.
A channel is called γ-gain robust if the SNR after performing the encoding
and modulation is γ times greater than the original SNR (Liu et al., 2010).

As proposed in (Mazurczyk et al., 2016b), another attribute is the stegano-
graphic cost, which describes the degradation or distortion of the carrier
caused by the application of the steganographic method.

All these attributes should be described, if feasible. Especially for novel
methods and for the description of third party tools, a comprehensive de-
scription of all four characteristics is hardly feasible. The author of a pa-
per may have no access to implementations of these countermeasures, to
testbeds in which countermeasures could be evaluated, or may have no
knowledge of all existing countermeasures. Since the detectability issues
are also discussed in the category ‘Potential and Tested Countermeasures’
only a brief description or reference to that category is required here.

6.4.4 Covert Channel Control Protocol [optional]

Several hiding methods utilize so-called covert channel control protocols.
Covert channel control protocols embed small protocol headers providing
several features including reliable data transfer (by introducing sequence
numbers and ACKs), peer discovery and dynamic overlay routing (between
steganographic peers), session management for covert transactions, adap-
tiveness and several features of application layer protocols (e.g. file transfer
features) (Wendzel and Keller, 2014; Mazurczyk et al., 2016a). If utilized by
a hiding method, both the design, implementation and features of a covert
channel control protocol must be described in this category. Otherwise, the
category can be left empty.

1Some previous work further distinguishes between robustness, robustness against nor-
mal network noise, and active robustness, robustness against noise created by an adversary,
cf. Mazurczyk et al., 2016a.
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6.5 Potential or Tested Countermeasures

This category comprises no sub-categories. It should describe potential
as well as tested countermeasures available against the hiding technique.
There are three types of countermeasures that can be applied against the
covert channel created by a hiding method: elimination, limitation, and de-
tection (Zander et al., 2007a). Not all of these three types may be applicable
for a particular hiding method, for example some covert channels cannot
be eliminated. The description must contain a discussion which counter-
measures are applicable and which are not applicable including a justifica-
tion. For instance, a reasonable justification for applying a countermeasure
would be that it does not significantly influence the legitimate communi-
cation in a network. A more formal approach to explain the justification of
applying a countermeasure would be to discuss its Minimal Requisite Fidelity
(MRF), which is a measure of the degree of signal fidelity that is both acceptable
to end users and destructive to covert communications and that was proposed
by Fisk et al., 2003. Applicable countermeasures should then be described
in detail.

Elimination means the covert channel created by a hiding method can be
eliminated completely. For example, a method that hides data in unused
header fields or padding bytes can be eliminated completely by a traffic
normalizer that sets the unused header fields or padding bytes to a default
value (e.g. zero). Some hiding methods cannot be eliminated, for example
covert channels in on-line game protocols (Zander et al., 2008). If a covert
channel can be eliminated, the description should include a discussion on
how the elimination works and any possible limitations. The description
should also include side-effects of the elimination process. For example, if
a covert channel in a header extension can be eliminated by removing the
header extension from the packets, then the description should include a
discussion of the impact on the protocol functionality.

Limitation means the covert channels can be perturbed, for example by in-
troducing noise, so that its capacity is greatly reduced and the channel effec-
tively becomes useless. Limitation usually has side-effects on the carrier, so
there is a trade-off between reducing a covert channel’s capacity to a small
value and not significantly impacting the carrier protocol. The description
should include a discussion on whether a channel’s capacity can be limited
and the impact on the carrier should be characterized. If a channel can be
eliminated then a description of a limitation method is optional.

Elimination or capacity-limitation are active countermeasures that require a
warden to manipulate the network traffic (active warden) (Fisk et al., 2003).
However, having an active warden may not be possible in every scenario.

The warden can audit the use of any covert channels it can detect. Usu-
ally detection mechanisms are based on some characteristics that can be
observed, and the characteristics for traffic with covert channels are differ-
ent from the characteristics of regular traffic (traffic without covert chan-
nels). While detection itself is passive, it can be coupled with active mea-
sures such as targeted blocking, elimination or limitation where the war-
den can manipulate suspicious traffic with more impunity. The description
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should include whether the channel can be detected and outline the detec-
tion method. If the channel is impossible to detect, the description should
provide a justification why it is undetectable. If a detection method is intro-
duced, the proposed characteristics for identifying the covert channel must
be defined.

If an evaluation of the proposed elimination, limitation or detection method(s)
has been conducted, the description should summarize the evaluation sce-
nario(s) and results. Ideally, an evaluation is done under realistic condi-
tions, e.g. in real networks using realistic traffic, but in practice this is not
always feasible. The description of the evaluation should point out any
such limitations.

Another type of countermeasure is to change the specification of a network
protocol to prevent its use as carrier in the future. For example, a network
protocol prone to covert channels could be revised and updated with a
newer version less prone to covert channels. In many cases this may not
be realistic, as widely deployed protocols cannot be changed easily. How-
ever, in cases where an updated protocol could be realistically deployed,
this should be described.

The description should also discuss whether the warden can be a single
entity (centralized warden) or has to be multiple distributed instances (dis-
tributed warden), and whether the warden has to keep flow state (stateful
warden) or can operate without flow state (stateless warden).

6.6 Literature Analysis

In this section, we provide an analysis of existing publications that describe
hiding methods. The goal of our analysis is to determine how well the
attributes of our unified description method are described within these ex-
isting papers.

To identify relevant publications, we selected those papers that appeared in
a Google Scholar search using the search terms ‘network AND covert chan-
nel(s)’ and ‘network steganography’ as well as the papers that were cited
in (Wendzel et al., 2015). For each publication that we found, we made sure
that it described at least one network information hiding method. We lim-
ited our search range to the years 1987-2015 as the first academic work on
network information hiding was published in 1987. As a result, we ana-
lyzed 74 publications that presented new hiding methods. We made the list
of all analyzed papers available under the URL http://www.wendzel.
de/J.UCS/db_publications.pdf.

Figure 6.4 shows the analyzed publications per year. In early years, only
few papers on network covert channels were published. The number of
papers grew over time due to the increasing popularity of the topic. As
some papers describe more than one hiding technique, the number of ana-
lyzed hiding techniques (131 in sum) is sometimes larger than the number
of publications, which is also shown in Figure 6.4. The number of found
publications in the year 2015 is comparable low due to the delayed index-
ing of academic publications.



6.6. Literature Analysis 103

As can also be seen in Figure 6.4, there is a peak of hiding techniques pub-
lished in the year 2006. This peak is a result of the publication (Lucena et
al., 2006) which presented 22 hiding techniques for IPv6, AH and ESP in a
single document.

FIGURE 6.4: Analyzed publications that present hiding methods (per year).

Finding 1: Several papers lack fundamental attributes

As already stated in the introduction, our analysis shows that publications
on hiding methods present varying subsets of attributes. Figure 6.5 pro-
vides an overview of the present attributes for all described hiding meth-
ods of the analyzed papers. When an attribute’s description is classified
as ‘partial’, the authors provided some aspects but lack other fundamen-
tal aspects of the particular attribute. The comprehensive description of an
attribute was marked with ‘yes’ (fully present).

FIGURE 6.5: Presence (fully or partially) of selected attributes in the publications.
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Out of the 131 described hiding methods, the application scenario was pro-
vided for 78% of them (74 fully, 30 partially). The required properties for
the hiding method were fully described for 74 and partially for 14 hiding
methods (combined 67%). For some of the techniques, the authors provided
countermeasures: 55 contained a full description with evaluation of at least
one countermeasure and for another 13 techniques, possible countermea-
sures were at least briefly discussed (combined 58%).

The channel capacity was evaluated for 52% of the hiding methods (56 fully,
13 partially; both values also including throughput and bitrate measure-
ments). The robustness of the proposed hiding methods was discussed for
only 22% of the hiding methods (19 fully, 10 partially). Control protocols
are not part of most hiding methods and for this reason only described for
5% of the hiding methods (4 fully, 3 partially).

Finding 2: Attribute coverage changed over time

The attributes covered by publications changed over time. Figure 6.6 pro-
vides an overview of selected attributes over time. We omitted the sender-
side and receiver-side processes that were described in most publications
but in very varying detail.

FIGURE 6.6: Coverage of selected attributes for hiding methods over time.

Over time, the covert channel capacity was increasingly discussed, espe-
cially in publications from the last six years (2010–2015). Channel robust-
ness was constantly discussed for only 20% of the hiding methods. Both,
channel capacity and robustness are part of the ‘Covert Channel Proper-
ties’ in our description method. The discussion of countermeasures varied
over time and is similar in the range 2010–2015 as it was in 1987–1999 (ap-
prox. 68%). The required properties of the carrier were discussed by fewer
publications in the years (2010–2015) compared to the years 2000–2009.
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Finding 3: Domination of few hiding patterns

Hiding patterns were proposed only a four years ago (2015). For this rea-
son, none of the analyzed publications covered any hiding patterns. We
analyzed all hiding methods by verifying whether they were already as-
signed a pattern in Wendzel et al., 2015 and for several methods which had
not been analyzed in that publication, we determined their hiding patterns.
We were able to assign 130 of the 131 analyzed hiding methods to their
respective patterns. One publication discussed a steganographic key ex-
change that applies to many hiding methods and thus cannot be assigned
to a hiding pattern. Figure 6.7 shows the distribution of hiding patterns. As
shown, most of the hiding methods we found were categorized as ‘Value
Modulation’, followed by the ‘Inter-arrival Time’ pattern. For the patterns
‘PDU Order’, ‘Re-Transmission’ and ‘Rate’, less than five hiding methods
were found. These findings can support the development of countermea-
sures as an efficient countermeasure may target one of the predominant
hiding methods instead of a hiding pattern that is barely implemented.

FIGURE 6.7: Occurrences of hiding patterns for the analyzed hiding methods.

Finding 4: Varying countermeasure descriptions

We found that the coverage of countermeasures for proposed hiding meth-
ods varies greatly among the analyzed papers. While several papers high-
light their countermeasures briefly (sometimes only within a single sen-
tence) other publications discuss them in more detail.

We analyzed whether papers covered one of the three types of counter-
measures: detection & auditing, limitation, or prevention. Of those papers
which provide a more-detailled discussion of potential or evaluated coun-
termeasures, most cover a detection or prevention approach while very
few discuss auditing or limitation approaches – examples of the latter are
Girling [1987] (auditing and limitation) and Sadeghi et al. [2012] (limita-
tion and prevention). Some works do also cover several countermeasures
of the same type, e.g. Cabuk et al. in [2004] propose three methods for the
detection the Inter-packet timing method (Section 6.7.1).
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Overall, we found that the vast majority of publications do not discuss all
types of countermeasures or even two of them in detail, i.e. featuring an
actual evaluation of these. We believe that this is the most significant draw-
back of current research. However, it must be empasized that researchers
are expected to publish several papers during their carrer while facing time
pressure. For this reason, countermeasures are sometimes discussed in one
or multiple follow-up papers. This approach, however, makes it more dif-
ficult to track the progress on research for a particular hiding method.

Finding 5: Inconsistent method descriptions within papers

Some of the publications describe several hiding methods while applying
an inconsistent description for these within the same work. We use (Tup-
tuk and Hailes, 2015) as an example for this scenario. The authors present
two covert channels for pervasive computing environments. The first sig-
nals hidden information by modulating the Link Quality Indication (LQI)
of 802.15.4 wireless networks while the second modulates the values of a
temperature sensor to signal hidden information. Table 6.1 indicates which
of the selected attributes of the description are present, partially present,
or not present. The table reveals that different attributes are described for
each channel. The lack of a unified description makes it harder to compare
different channels.

Hiding Method Applica-
tion
Scenario

Required
Proper-
ties

Counter-
measures

Sender-
Receiver
Relation

Direct/
Indirect

Robust-
ness

Capa-
city

Link quality (A)  ,2� G#  # #   
Sensor data (A)  ,2� G# G#  G#  G#
SDP o-tag (B)  ,2� G#,2� # # # G#,2� G#,2�
SDP a-tag (B)  ,2� G#,2� # # # G#,2� G#,2�

TABLE 6.1: Presence of attributes in descriptions ( = present, G#= partly present,
#= missing, 2�= combined description). Exemplified using Tuptuk and Hailes,

2015 (A) and Tsiatsikas et al., 2015 (B)

However, the abovementioned paper is not the only paper containing an
inconsistent method description as several other papers contain similar de-
scriptions. We assume that inconsistent descriptions of hiding methods are
also linked to the necessity to shorten papers to match certain page limits of
workshops and conferences. Such page limits can be matched easier when
descriptions are combined for multiple hiding methods.

Finding 6: Combined evaluation of multiple hiding methods

We also found that sometimes multiple hiding methods are treated in a
combined way throughout a paper. Table 6.1 summarizes the combined
and the non-combined attributes of (Tsiatsikas et al., 2015). The authors
describe two hiding methods for SIP useful for the stealthy command-and-
control communication in a botnet. The first channel uses the mandatory
‘< o >’ tag to carry hidden information while the second uses the optional
‘< a >’ tag and its parameter to do the same. Both channels are combined
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for the evaluation process as both channels are necessary to transfer the re-
quired secret message. This combined evaluation does not allow the reader
to understand the performance of each channel separately and it also makes
the comparison against other methods difficult.

Finding 7: Varying scenario descriptions

The standard scenario used in information hiding is Simmon’s Prisoner’s
Problem, see Chapter 2.6. A variation of this scenario is the case where
the communication channel is not mediated by the warden (Carrara and
Adams, 2016).

The Prisoner’s Problem is used by several publications, especially early
ones such as Handel et al. [1996]. However, even early publications pro-
vide a variety of scenarios. For instance, Kang and Moskowitz discusses
network covert channels in the context of multi-level security (MLS) (Kang
and Moskowitz, 1993), i.e. the focus is on a policy-breaking communication
and not on a stealthy communication. The scenario by Rowland is the com-
munication of a trojan horse (Rowland, 1997) and in (Wolf, 1989), the author
provides the scenario of bypassing filters.

Ahsan and Kundur describe a version of the Prisoner’s Problem in a net-
work scenario (Ahsan and Kundur, 2002a). Alice and Bob are connected to a
LAN with their workstations. Both wish to establish a stealthy communica-
tion but a security-aware warden (network administrator) is present. Sim-
ilarly, Wendzel et al., 2012 discuss the scenario of a cyber-physical-system
(CPS), in particular a smart building. Using the smart building, two parties
wish to establish a stealthy communication or use a (relatively insecure)
smart building to exfiltrate data out of a cooperative network (Wendzel et
al., 2014a). Alice and Bob therefore embed hidden information in a commu-
nicaton protocol used to transfer building automation-related data. Tuptuk
and Hailes, 2015 discuss the scenario of pervasive computing in which a
covert communication is performed. The use of a covert channel in their
view is either to leak potentially sensitive information or to influence a CPS’
operation.

Malware communication is another scenario domain. Tsiatsikas et al., 2015
use the scenario of a stealthy command & control communication for bot-
nets. Calhoun et al. mention two different scenarios: The first is a covert
authentication while the second is a wifi-version of the already mentioned
botnet that uses a covert channel for its command & control communication
(Calhoun Jr et al., 2012).

Although Craver’s work [1998] is not specific to network communications,
it discusses a public-private key-based approach for steganographic com-
munication, e.g. in audio or video clips. Key exchange can be seen as a fun-
damental aspect for the communication scenarios as it must be performed
a priori in order to allow any stealthy communication between Alice and
Bob.
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6.7 Exemplary Descriptions

We now present two exemplary descriptions. The first description is for a
covert timing channel, while the second description is for a covert storage
channel.

6.7.1 Example 1: Inter-packet Timing Method

In this example we describe a specific steganographic method for hiding in-
formation in inter-packet timings. This method or channel is also referred
to as model-based inter-packet gap channel and was proposed by Gianvec-
chio et al., 2008.

Hiding Pattern

As the covert signaling utilizes the timing of network packets, the method
belongs to the ‘Network Covert Timing Channel’ pattern. In particular, the
method falls under ‘Inter-arrival Time’. The full path in the pattern hierar-
chy is:

Network Covert Timing Channels
‘-- Inter-arrival Time Pattern

Application Scenario

The method can be used for general-purpose covert communication be-
tween a covert sender and a covert receiver or between a group of covert
parties depending on whether the carrier is unicast or multicast.

Properties of the Carrier

The method only requires that the carrier consists of packetized data, such
as network-layer packets, whose timing can be manipulated. The method
assumes that there is sufficient noise in the timing of packets by senders
and along the path, so that manipulations of timings are not immediately
suspicious. While the method was proposed and evaluated for HTTP in
(Gianvecchio et al., 2008), it is not limited only to this protocol. However,
some carrier protocols are more suitable than others. Since the encoding de-
stroys any dependence between the inter-packet times of successive pack-
ets, it is best used with carriers that already have independent inter-packet
times (Zander et al., 2011).

Sender-side Process

The embedding process involves fitting a model to the inter-packet time
distribution of regular traffic and then using the model to generate covert
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channels with identical distribution (for details see (Gianvecchio et al., 2008)).
There is usually a single sender process that embeds the covert channel in
a single carrier. Note that a single carrier can be multiple traffic flows.

Since the carrier is HTTP/TCP, the reliability of TCP (handshake, teardown,
sequence numbers, ACKs) provides basic bit synchronization and reliable
in-order delivery of bits for a single carrier flow. A fully reliable channel,
supporting multiple carrier flows, would also require the framing of mes-
sages and frame synchronization. While (Gianvecchio et al., 2008) did not
discuss this, existing techniques could be used.

In the original work the covert sender generated the overt traffic (Gianvec-
chio et al., 2008). However, the method can be also applied to embed the
covert channel into existing network traffic at the cost of increasing the la-
tency of the overt traffic (Zander et al., 2011).

Receiver-side Process

The extracting process running on the single receiver decodes the covert
bits from the observed inter-packet times of the single carrier as described
in (Gianvecchio et al., 2008).

The receiver can leverage TCP’s reliability, so there are no lost or reordered
bits for a single TCP carrier flow. Additional higher-layer mechanisms may
be needed for full reliability as discussed in Section 6.7.1.

Covert Channel Properties

The method can be used in the end-to-end scenario, where covert sender
and receiver are also the overt sender and receiver, and in a MitM scenario,
where covert sender and receiver are placed between the actual sender and
receiver (as well as in hybrid scenarios). The method creates a direct chan-
nel between covert sender and receiver(s). The steganographic bandwidth
depends on the channel noise and the packet rate of the carrier traffic. Gi-
anvecchio et al. measured capacities of 5–20 bits per second in their experi-
ments. Note that in practice the goodput is likely smaller as part of the ca-
pacity will be used by a control protocol to provide reliable transport. The
channel is hard to detect only if the regular traffic has uncorrelated inter-
packet times which is largely the case when HTTP is used as a carrier (as in
(Gianvecchio et al., 2008)). Otherwise the channel can be detected with met-
rics that can measure the dependency of inter-packet times (Zander et al.,
2011). The channel is robust against typical network packet timing noise.
If an active warden can manipulate packet timings without impunity, the
capacity of the channel would be severely reduced up to a degree where
the channel would be practically eliminated. Measurements regarding the
steganographic cost were not provided by the authors as the concept of
steganographic cost had not been introduced at that time. The stegano-
graphic cost depends on the abovementioned channel characteristics and
the carrier traffic. In general, the more severely delays are perturbed in
overt traffic, the higher the steganographic cost.
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Control Protocol

Gianvecchio et al., 2008 only describe the “physical layer” of the covert
channel (encoding/decoding of bits) and do not mention a control protocol.

Countermeasures

The covert channel can be limited or even practically eliminated by intro-
ducing timing noise, either at the sender or in the network (Fisk et al., 2003).
Depending on the carrier this may introduce unwanted side-effects though,
for example, it may add additional latency to the carrier application’s traf-
fic.

The covert channel mimics the distribution of inter-packet times of the nor-
mal traffic. This makes the channel hard to detect if the normal traffic has
uncorrelated inter-packet times (Gianvecchio et al., 2008). However, for
applications that have correlated inter-packet times, the channel can be de-
tected with metrics that can measure the dependency of inter-packet times
(Zander et al., 2011).

6.7.2 Example 2: DHCP Number of Options Storage Method

We now discuss the description of a covert storage channel. Rios et al. pre-
sented several DHCP-based covert channels, of which one hides informa-
tion by changing the number of DHCP options in a DHCP packet (Rios et
al., 2012).

Hiding Pattern

As the modification of DHCP options represents the modification of a stor-
age attribute, the method falls under ‘Network Covert Storage Channels’.
The DHCP options are part of the DHCP header and thus, a ‘Modification
of Non-Payload’. They are also ‘Structure Modifying’ as the header struc-
ture is extended when DHCP options are embedded. The signaling of the
hidden information is performed in a way that a sequence of objects (DHCP
options) is utilized (‘Sequence Pattern’) and, in particular, the number of
options represents the hidden information itself (‘Number of Elements Pat-
tern’). The full path in the pattern hierarchy is:

Network Covert Storage Channels
‘-- Modification of Non-Payload

‘-- Structure Modifying
‘-- Sequence Pattern

‘-- Number of Elements Pattern

Application Scenario

Rios et al. discuss a potential application in a data exfiltration scenario (Rios
et al., 2012): Alice, having privileged access to an embassy network, needs
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to receive information from Bob, but the direct communication between
Alice and Bob is forbidden and the Internet-based communication between
them would be suspicious. Bob visits the embassy and transfers network
messages to Alice. He embeds hidden information within the non-blocked
DHCP protocol using the local network. The application scenario foresees
only an uni-directional communication, i.e. no backwards channel from Al-
ice to Bob, but in general the channel could be bi-directional.

Properties of the Carrier

The DHCP protocol must be allowed, i.e. not administratively prohibited
by a network security policy (e.g. blocked by a switch or layer-2 firewall).
As the intended transfer of hidden information is uni-directional, i.e. only
from Bob to Alice, Alice is not required to be able to send over the carrier
herself. In addition, sender and receiver must be located within the same
network.

The hiding method is protocol-specific and can only be applied to the DHCP
protocol. To apply the technique, the network must not block particular
DHCP options and the encoding of hidden information must be performed
in a way that for all encodable symbols, the resulting DHCP packet is still
transferable over the carrier.

Sender-side Process

The secret sender generates its own overt traffic. The sender-side process
embeds a hidden symbol by adding the number of DHCP options the sym-
bol requires for its encoding to the DHCP packet. At least two options must
be embedded due to the DHCP standard, for example, if the symbols are
‘A’–‘Z’, the symbol ‘A’ requires two options already (Rios et al., 2012). The
symbol ‘Z’ would require 27 options, which is likely to raise suspicion (Rios
et al., 2012) and may be blocked by firewalls. Each symbol to be transmitted
must be encoded in a separate packet.

Reliability is not implemented directly – instead the recovery mechanisms pro-
vided by DHCP against packet loss are exploited (Rios et al., 2012).

Receiver-side Process

The receiver observes DHCP messages sent by the covert sender and counts
the number of embedded DHCP options. The number of DHCP options
represents the hidden symbol. The decoding is performed separately for
each DHCP packet and the received symbols are combined to reassemble
the transmitted message.
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Covert Channel Properties

The method works in an end-to-end communication scenario. It cannot be
used in a MitM scenario due to the properties of DHCP (broadcast mes-
sages that are limited to one subnet). The channel is a direct channel. The
bandwidth of the channel depends on the number of DHCP packets sent
per second. In general, the channel can transfer as many symbols as pack-
ets per second. The detectability of the channel increases with the number
of symbols encoded per second and with the size of the encoded symbol.
The detectability of a message transfer could be improved by encoding the
most frequently used symbols with shorter messages (i.e. apply Huffman
coding). Robustness of the covert communication is provided by the use
of DHCP’s recovery mechanisms. Measurements regarding the stegano-
graphic cost were not provided by the authors as the concept of stegano-
graphic cost had not been introduced at that time. In general, the distortion
of the used carrier (e.g. the Ethernet environment) is minimal as long as the
number of DHCP packets does not influence the network’s performance in
a recognizable manner.

Control Protocol

No control protocol was described in (Rios et al., 2012). As stated in (Rios
et al., 2012), a bi-directional communication over the covert channel is fea-
sible, so bi-directional control protocols could be integrated.

Countermeasures

The easiest way to eliminate the method is to prevent the use of the DHCP
protocol or DHCP packets with more than two options. However, this solu-
tion may not be practically applicable as the DHCP protocol is essential in
most networking environments. A traffic normalizer that deletes uncom-
mon or redundant DHCP options would be a better solution but it may
eliminate actually required protocol functionality.

Another potential countermeasure would be to limit the number of DHCP
packets per second. This approach reduces the channel’s performance as
each symbol must be encoded in a separate packet. As the number of DHCP
packets per second is unlikely to be high during regular transmissions, a
statistical analysis will probably allow an accurate detection of the stegano-
graphic method.

Rios et al. state that large DHCP packets, i.e. those with many options, may
raise suspicion (Rios et al., 2012). DHCP packets with an unusual large
number of embedded options can likely be detected with simple intrusion
detection rules.
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6.8 Linking Description Method and Creativity Frame-
work

In the creativity framework (Wendzel and Palmer, 2015), the major focus is
on the evaluation of creativity, especially originality, of a proposed hiding
method. We will briefly describe the creativity framework and afterwards
explain how the new unified description method can be used to improve it.

Steps of the Creativity Framework: The creativity framework consists of five
steps which are aligned with the traditional peer review process. In step
one, a pattern database is generated by the research community. Due to the
availability of an existing pattern catalog, step one is already accomplished.

In the second step, the authors create the idea of a new hiding method, e.g.
to embedd hidden bits into a new network protocol. The authors describe
their new hiding method in form of a scientific paper in step three. They
justify the novelty of their method using the creativity metric, which is based
on the originality of the method (hiding method pattern) as well as the con-
text (application scenario and carrier network protocol).

The authors submit their paper to a peer review. The reviewers evaluate the
novelty of the work using the creativity metric and decide whether the pro-
posed work is a “Big-C” or a “small-c” contribution, i.e. whether the work
consists a high level of creativity. Big-C and small-c are standard terms from
creativity research. Only in the Big-C case, the work is accepted to repre-
sent a new pattern and its pattern description is optimized in step four,
otherwise step four is skipped.

The work is published in step five. In case of “Big-C” the publication has to
state that the work represents a new pattern – this automatically extends the
pattern database. In case of “small-c”, the hiding method is published but
the authors cannot claim that they have discovered a new pattern; instead
they provide new results for an existing hiding pattern.

Benefits of Combining Both Approaches: The creativity metric does not enforce
a detailed description structure. Our unified description method can re-
place the descriptive aspects of the creativity metric since it provides a more
fine-grained description and allows for the distinction and comparison of
various aspects of a hiding method. Several attributes, such as whether a
hiding method can operate in a MitM setup or a distinction between the
sender-side and receiver-side processes, were not covered in (Wendzel and
Palmer, 2015). On the other hand, our unified description method can ben-
efit from the creativity framework. There is no reason to create a new ap-
proach for integrating the unified description method into the peer review
process. Also, the creativity framework evaluates the novelty of a hiding
method by applying research from creativity psychology, which can serve
as an add-on to the technical evaluation of the unified description method.
In summary, the combination of both approaches can be considered benefi-
cial.
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6.9 Discussion and Conclusion

We developed an approach to unify and structure the description of net-
work steganographic methods. To this end, we performed a comprehensive
literature analysis in the domain to identify requirements for the descrip-
tion method. Currently, no such description exists, making it difficult to
compare the published work on hiding methods. Unified descriptions of
hiding methods are desirable as they ease the comparison of research re-
sults, supporting the scientific efficiency in the research domain (cf. Chap-
ter 3.4). They also improve the accessibility of hiding methods and foster
the reproduction of experimental results. As a key aspect of our description
method is the association of hiding methods with a hiding pattern, the ap-
proach automatically enforces a categorization of the research results into
the known pattern taxonomy. Last but not least, scientists can easily spot
research gaps as they see what aspects of the method were already docu-
mented (e.g. channel capacity or detection methods) and which aspects are
left for future work.

However, it could be difficult to win recognition for a unified hiding method
description as, in the end, it is up to every author to decide how to describe
his or her hiding method. For this reason, we designed our description so
that it will be applicable and attractive for hopefully many authors. Our
description structure does not specify every single detail of all attributes.
It leaves several decisions to the authors, such as whether or not to dis-
cuss details of certain attributes (e.g. covert channel capacity), the form of
descriptions (e.g. text or figures), and the extent of the descriptions. This
flexibility allows to apply the unified description method also in short pa-
pers which are, for many conferences, limited to four to six pages. As one
attribute is specified as ‘optional’, it can be also left out.

We identified a benefit when combining the new unified description method
with the existing ‘creativity framework’. The framework’s process is kept
but the ‘creativity metric’ of the framework is replaced with our unified
description method.
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Chapter 7

Adressing the Lack of
Experimental Replications

Abstract While the previous chapters were focusing on the taxonomy, eval-
uation and description of hiding methods, this chapter will provide the next
step for the advancement of the methodology in the domain. In particular
does this chapter address the problem of replication studies.

Therefore, this chapter presents WoDiCoF, a distributed testbed, accessible
for the international research community to perform a unified evaluation
of detection algorithms for network covert channels. In comparison to ex-
isting works, our testbed is designed for upcoming big-data scenarios, in
which huge traffic recordings must be analyzed for covert channels. It is
the first testbed to allow the testing of parallel detection algorithms.
To evaluate WoDiCoF, we took a detection algorithm published in ACM
CCS/TISSEC, verified several of the original results and enhanced the un-
derstanding of its performance by considering previously unconsidered
parameters. By parallelizing the algorithm, we could moreover achieve a
speed-up of 2.89 with three nodes.

Originally published: Keidel, Wendzel, Zillien, Conner, and Haas (2018)
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7.1 Introduction

Previous chapters and related publications discussed the scientific funda-
mentals of network covert channels, e.g. cf. (Wendzel et al., 2016; Mazur-
czyk et al., 2016a; Chen et al., 2017; Wendzel et al., 2017b), and several pub-
lications address the scientific fundamentals of steganography itself, e.g.
(Katzenbeisser and Petitcolas, 2002; Anderson and Petitcolas, 1998; An-
derson, 1996). However, none of these publications addresses a central
problem of covert channel research: network covert channel detection al-
gorithms are not evaluated in a way that fosters reproducible experiments
similarly as it is common practice in natural sciences. An additional prob-
lem that is covered in this chapter, too, is that network covert channel de-
tection methods are not designed for parallel algorithms.

In this chapter, we present WoDiCoF (Worms Distributed Covert Channel De-
tection Framework), a testbed that improves upon existing scientific method-
ology in network covert channels in the following ways:

• it allows the evaluation of parallel network covert channel detection
algorithms (and thus also aids big-data analysis);

• is remotely accessible for the scientific community;

• researchers can provide code and configuration files of their detec-
tion algorithms and covert channel techniques, which enables repro-
ducible experiments under specified conditions;

• provides a traffic generator that is tailored for network covert channel
analysis.

To illustrate the capabilities of WoDiCoF, we moreover enhance the current
understanding of a well-cited covert channel detection algorithm published
by (Cabuk et al., 2009) in CCS and TISSEC. We additionally parallelized the
algorithm to achieve a speed-up.

WoDiCoF was designed and implemented by the Center for Technology and
Transfer (ZTT) of the University of Applied Sciences in Worms and is addi-
tionally a project that runs under the umbrella of the CUING initiative1.

The remainder of this chapter is structured as follows. In Section 7.2, we
discuss related work. We present the design and the implementation of our
testbed in Section 7.3 while Section 7.4 shows the evaluation of a sample
covert channel detection using a well-known algorithm by Cabuk et al., for
which we present enhanced insights. Potential drawbacks and limitations
of WoDiCoF are discussed in Section 7.5 while Section 7.6 concludes and
provides an outlook on future work.

7.2 Related Work

Several testbeds for security research and testing have been presented. For
instance, Benzel et al. designed and configured DETER (Benzel et al., 2007),

1CUING (Criminal Use of Information Hiding) is an initiative supported by Europol’s Eu-
ropean Cybercrime Centre (EC3) cf. http://www.cuing.org
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a testbed comprised of hardware in combination with extensive control
software to experimentally verify the effectiveness of attacks and defenses
of malicious code. Siaterlis et al. designed and configured EPIC (Siaterlis
et al., 2013), a testbed specifically designed for cyber security studies with
multiple heterogeneous Networked Critical Infrastructure

However, only few testbeds on network covert channels have been pre-
sented so far. Zander developed CCHEF, the Covert Channels Evaluation
Framework, cf. (Zander and Armitage, 2008). CCHEF is an extensible tool
that allows the creation of covert channels for computer networks. With
CCHEF, traffic can be embedded using traffic recordings. CCHEF is set-up
using configuration files, which would allow for reperforming conducted
experiments.

Zseby et al. developed a network steganography testbed for higher educa-
tion at the Technical University of Vienna (Zseby et al., 2016). Their testbed
involves CCHEF as a tool for covert channel creation and evaluation but
also allows teaching students the statistical analysis of abnormal traffic pat-
terns.

In November 2017, Gunadi and Zander developed an extension for the Bro
intrusion detection system. Their extension allows for detecting network
covert channels (Gunadi and Zander, 2017b). The authors utilize the con-
cept of ‘hiding patterns’ that were introduced by (Wendzel et al., 2015) and
work on the integration of detection modules for all known patterns. Im-
plementation details are provided in (Gunadi and Zander, 2017a) specif-
ically regarding the applied analysis methods: Kolmogorov-Smirnov test
(KS test), entropy and corrected conditional entropy as well as multi modal
analysis.

However, none of these testbeds address all of our major design goals, es-
pecially the support of parallel detection algorithms and the remote acces-
sibility of the testbed by default.

In Chapter 3, we highlight the need for experimental verification by re-
executing experiments described in papers with data, parameters and tools
of the particular authors. WoDiCoF aids this process by design.

7.3 Design & Implementation of WoDiCoF

In this section, we first provide an overview of WoDiCoF’s design concept,
followed by a detailed discussion of its implementation.

7.3.1 System Requirements

The decision for the open source framework Apache Hadoop2 as our technol-
ogy platform is based on the capability to support performance and mem-
ory space scaling by adding commodity hardware to our cluster or by sim-
ply renting cloud computing resources. Additionally it is our goal to offer

2cf. https://hadoop.apache.org
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low barriers to entry for experimentation and analysis. The ease of actually
performing parallel tasks as well as no requirements on the development
language beyond supporting standard input/output are crucial benefits in
this regard. Finally, although there is a certain up-front administrative cost
to running a Hadoop based system, we have learned that once successfully
installed, only a minimum of care is needed.

Graphics processing unit (GPU) based systems might be faster for special
applications, but we are bound to support a wide variety of as yet unknown
detection algorithms. Some of these, such as ones based on breadth first or
depth first traversals would perform extremely poorly on GPU based sys-
tems. We are confident that our approach offers good trade-offs regarding
general applicability and performance in a wide range of scenarios.

7.3.2 Design Concept Overview

The design of WoDiCoF contains several components as depicted in Fig-
ure 7.1. Traffic can either be generated using a traffic generator or by utiliz-
ing previously recorded traffic. Traffic recordings are accepted as PCAP and
legacy ethernet format files (from NZIX, New Zealand Internet Exchange).

FIGURE 7.1: Overview of WoDiCoF.

Following input, meta information is extracted from the traffic recordings.
This includes: timing values of recorded frames, source and destination ad-
dresses, employed protocols, source and destination ports and packet sizes.
This information is then provided to an Apache Hadoop-based system for
parallel preprocessing and analysis.

In the Hadoop system, we sort and group the data into flows, derive flow-
dependent inter-arrival times (IATs)3 from the relative timing values of the
recorded frames and hand these off for analysis. Large flows can be fur-
ther split in advance into small windows (e.g. N = 2,048 packets) to better

3IATs represent the elapsed time between two consecutive network packets of one or
multiple flows. IATs are sometimes also called inter-packet gaps (IPGs).
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leverage parallelization advantages. Apache Hadoop performs the parallel
execution of the covert channel detection algorithms based on the flow data.
Such detection algorithms can be added by researchers using a Java-based
interface.

Finally, results are provided on a Hadoop Distributed Filesystem4 (HDFS)
where they can be processed further by traditional tools, such as Gnuplot
and Python libraries, to produce figures to aid the academic paper writing
process.

7.3.3 Implementation Details

While the previous section provided a high-level overview of WoDiCoF, we
will now highlight details of our implementation.

Traffic Generator

The main purpose of our traffic generator is to create highly configurable
synthetic network traffic with specific statistical characteristics.

While several tools for traffic generation exist, e.g. (Haas, 2010; Garcia and
Fyodor, 2017; Klauser, Borkmann, et al., 2017; Stefano Avallone and Ventre,
2003), all of these fail to combine both, flexible covert channel creation (e.g.
choosing among different methods to manipulate header bits for informa-
tion hiding) and scientific applicability (e.g. defining value distributions for
header fields or packet timing in a way that is typical for covert channels).
For this reason, WoDiCoF contains its own tailored traffic generator that al-
lows both: the generation of covert channel traffic and the typical options of
other traffic generators, i.e. to define a detailed configuration of several traf-
fic characteristics, such as packet count and distribution of certain values.
Our traffic generator is written in Python and uses YAML as a configura-
tion markup language. It utilizes the Scapy packet generator5 internally to
provide a broad configuration interface and support for multiple protocols
(TCP, UDP and ICMP).

For each protocol there are a number of configuration parameters available.
In the case of TCP, it is possible to simulate a handshake and answers with
acknowledgements while the TCP flags and IP options can be manipulated.
For ICMP, it is also possible to simulate responses and to manipulate the IP
options. For UDP, is it again possible to manipulate the IP options. The
number of generated packets can be defined for all protocols.

As mentioned, a central functionality is the manipulation of IATs between
packets. The IATs can be generated using a variety of statistical distribu-
tions or can be drawn from a user defined list with given probabilities. It
is also possible to add another layer of noise on top of the IATs to simulate
network jitter. This gives the user several options to simulate legitimate

4cf. HDFS Architecture Guide https://hadoop.apache.org/docs/r1.2.1/
hdfs_design.html.

5cf. http://secdev.org/projects/scapy/
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traffic and covert channels. To make the generated traffic reproducible, all
used PRNGs are seeded and the seed can be defined in the configuration.

Network Data Interface and Metadata Extraction

The traffic recording input is converted into a comma separated value file
(CSV) format that contains only the metadata that is relevant for the detec-
tion algorithms. The conversion is done using scripts. The CSV input data
is then provided to the Apache Hadoop framework.

Utilization and Functionality of Apache Hadoop

The Apache Hadoop Library allows for the distributed parallel sorting and
processing of arbitrary data on commodity systems. Possible clusters can
be composed of a few or of up to thousands of nodes. Hadoop employs
the MapReduce programming model (Dean and Ghemawat, 2004), a dis-
tributed parallel data processing paradigm inspired by functional program-
ming concepts. This enables sorting and processing of suitable big data
with the benefit of reduced overall computation time.

The MapReduce programming model consists, unsurprisingly, of two stages:
the mapper and the reducer, both of which are parallelized. We use the
mapper stage to sort and group the input data into flows. A flow deter-
mines an IP-conversation between two endpoints. The covert channel anal-
ysis as well as some preprocessing, such as computing IATs from frame
times, is performed in the reducer stage.

Each stage in the Hadoop system expects data to be provided as key/value
pairs. In our mapper stage, the key is a tuple with the following struc-
ture: [PCAP input filename, protocol name, IP source address, IP destination ad-
dress, source port (if applicable), destination port (if applicable), frame time] which
together define a flow. The value is a tuple with the following structure:
[frame time, packet number, . . . ]. The value tuple is used for the actual covert
channel detection in the reducer stage and can be extended and modified
as needed to support different analysis methods. The frame time is part of
the key as well as part of the value to make it possible to implement a Sec-
ondary Sort Algorithm (Gunarathne et al., 2015), which enables the reducer
stage to provide IP-conversations with a list of chronologically sorted val-
ues. Arbitrary numbers of modules can be called in the reducer to process
the data. The results are stored in CSV formatted files on the HDFS volume.

The input data are CSV files which are easy to split by the Hadoop frame-
work to achieve best results in terms of overall computation time. HDFS
distributes the input data within the cluster. Both mapper and reducer pro-
cesses are replicated and distributed over the cluster. This setup works well
using a default configuration but can be tuned further to achieve optimal
results. Overall computation time can be adjusted by changing the cluster
size.
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Visualization

After the detection algorithms process the traffic metadata using Hadoop,
all results are aggregated from files residing on HDFS to CSV formatted files
on a Linux filesystem. We apply scripts to process these results to generate
visualization output. This is currently done using shell scripts (bash, awk,
sed and similar tools) as well as gnuplot, weka6 and Python. By default,
plots are generated for all given parameters and for each flow, resulting in
Gigabytes of output plots, depending on the size of the input traffic and
the number of flows. However, a pre-selection is possible (e.g. by defining
thresholds for certain parameters in the scripts).

The usage of scripts in combination with the mentioned UNIX tools and
frameworks gives rapid results but is error-prone and cumbersome if pa-
rameters have to be adjusted. We are currently evaluating approaches to
offer user interfaces for parameter adjustments which are self-explanatory
and workflows to speed up the generation of plots for immediate visual re-
sults. We are targeting a professional audience with limited programming
skills as well as an academic audience.

7.4 Evaluation of a Sample Approach

We evaluated the functionality of WoDiCoF by implementing a well-known
detection algorithm presented by (Cabuk et al., 2004; Cabuk et al., 2009).
The paper was initially published in ACM CCS 2004. In 2009, an extended
version of the paper was published in ACM Trans. Inf. Syst. Security (TIS-
SEC). In sum, Google Scholar reveals more than 500 citations of these pub-
licaitons.

In the following, we first introduce the selected detection algorithm by
Cabuk et al. and then explain how we extended the evaluation of their al-
gorithm in comparison to the original work of the authors using WoDiCoF
and compare our evaluation results with those of Cabuk et al. To the best
of our knowledge, this is the first re-evaluation of a major covert channel
detection algorithm. Enabling such re-evaluations (or proofs), as proposed
in (Wendzel et al., 2017b), was a major goal of WoDiCoF.

7.4.1 Description of the Used Detection Approach

The underling scenario of Cabuk et al. are storage and timing channels that
transfer data in the following ways:7

1. storage channel: either send data within pre-defined time-frames of
duration τ , or not (indicating a zero or one bit, respectively).8

6https://www.cs.waikato.ac.nz/ml/weka/
7In the original paper by (Cabuk et al., 2009), this approach is described in Section 4.1.2.
8Note that this understanding of a storage channel is not perfectly aligned with the typ-

ical representation of a network covert storage channel as e.g. defined in (Mazurczyk et al.,
2016a). However, in order to stay within the terminology of the original paper, we apply
the distinction used by Cabuk et al. in the remainder of this chapter.
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2. timing channel: Hidden data is encoded in IATs where the IAT τ en-
codes a zero bit and the IAT 2τ encodes a one bit.

The detection algorithm operates as follows: First, the IATs between net-
work packets IAT1 . . . IATn are recorded for every flow. IAT values > 1 are
dropped to reduce noise. Secondly, the IATs are encoded into strings using
a function which we callE. E first rounds the IAT to the first two significant
digits behind leading zeros. E also encodes zero digits as an alphabetical
character. For instance, the authors translate the IAT 0.00247s to ‘B25’ (‘B’
represents two zeros) and 0.0247s to ‘A25’ (‘A’ represents one zero). All
string-encoded IATs of a flow are afterwards concatenated to a string S, i.e.

S = E(IAT1) ∣∣ E(IAT2) ∣∣ . . . ∣∣ E(IATn),
with ∣∣ representing a string concatenation.

Thirdly, the authors approximate the Kolmogorov complexity of S, which
is the maximum compression of a string, by compressing the string with
the gzip algorithm, i.e. C = gzip(S), and then calculating the compressibility
(compression rate):

κ(S) = ∣S∣∣C ∣ ,
with ∣x∣ representing the length of the string x.

Cabuk et al. compare the compressibility of covert channel flows with non-
covert channel flows. Their results indicate that covert channel flows and
non-covert channel flows can be distinguished in specific cases that were
presented in the original paper (we will discuss their results in Section 7.4.3).

Cabuk et al. transferred a textual string over their covert channel, using a
connection between Purdue and Georgetown universities with τ set to 0.04,
0.06 and 0.08 sec. Their goal was to determine, whether the compressibility
approach allows to accurately detect a covert channel in a short window (Cabuk
et al., 2009). The authors used a window size of N = 2,000 packets. They
performed a detection of covert channel traffic and compared their results
with detectability results for legitimate traffic, including noise.

7.4.2 WoDiCoF-based Enhancement of the Analysis

In comparison to the original analysis by Cabuk et al., we did not reperform
all of their conducted experiments. However, we extended the evaluation
of their algorithm for the following aspects to underpin the capabilities of
WoDiCoF:

1. We parallelized the algorithm to evaluate its performance depending
on the number of nodes operating in parallel.

2. We implemented the coding of string S using different precisions of
digits behind leading zeros of the IATs, i.e. not solely considering the
first two significant digits behind leading zeros.
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3. We evaluated the algorithm based on different content transferred
over the covert channel. In particular, we transferred repetitive strings
in the form (i) “ABABAB...”, (ii) “The quick brown fox jumps over the
lazy dog.”, (iii) the first page of Goethe’s Faust9, as well as Faust com-
pressed using (iv) GZIP, (v) ZIP, and (vi) BZIP2. No error-correcting
codes were applied.

4. We analyzed covert channel traffic using different connections: a con-
nection over local ethernet switches and a connection with a remote
host in another autonomous system.

7.4.3 Evaluation Results

In the following, we provide our results for the parameters mentioned in
the previous section and compare our results with results provided by Cabuk
et al. (if available).

Parallel vs. Sequential Performance

One of the design goals of WoDiCoF was to enable parallel execution of de-
tection algorithms using the Apache Hadoop framework. To achieve par-
allelization, input data are dynamically split by Hadoop and fed into the
system. Hadoop automatically monitors the utilization of each node and
ensures an equal workload distribution. As expected, this simple paral-
lelization already achieves a speed-up as shown in Fig 7.2.10 We calculated
the speed-up Sn of the algorithm running on n nodes by dividing the se-
rial execution time T1 by the time the algorithm required to complete its
execution on n nodes (Tn):

Sn = T1/Tn
This calculation is analog to the classical speed-up calculation described in
(Tanenbaum and Bos, 2015), where the theoretical speed-up is calculated
depending on the available processors. However, in our case, T1 and Tn
were determined via time measurements.

We processed the NZIX-II recordings11 that were used by Cabuk et al. and
which contained 835 Mio. packets with the detection algorithm described
above. If the code was executed on only one node, it took 3:05 hrs to pro-
cess all data. When two nodes were used, the overall runtime was roughly
halved (1:36 hrs, speed-up: 1.927). For three nodes, the computing time was
1:04 hrs (speed-up: 2.890), indicating small amount of serial code. However,
these values solely include the parallel execution of the detection algorithm,

9The text of Faust is available under http://gutenberg.spiegel.de/buch/
-3664/4.

10Please note that this flow-based workload assignment will not work for detection algo-
rithms that need to consider data of multiple flows, cf. Section 7.5. Such algorithms are, for
instance, required in the case of protocol switching covert channels (PSCC).

11https://wand.net.nz/wits/nzix/2/
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not the pre-processing of the NZIX-II data, i.e., the initial extraction of meta-
data, which can take multiple minutes for such large traffic recordings.

All nodes were equipped with the similar resources (AMD Opteron 4180
or Intel Xeon E5603/E31260L CPUs, with eight cores each (running eight
threads for Apache Hadoop), 4-8 GBytes of RAM, 1 GBit/s network link).

FIGURE 7.2: Comparison of computing time for compressibility-based detection
depending on the number of nodes operating in parallel.

Compressibility-dependence on String Coding Precision

Cabuk et al. utilized a precision of two, i.e. the first two significant bits of
the IAT where taken into account to perform a string compression. While
Cabuk et al. selected only a few flows which all featured a κ value lower
than those of their covert storage channels, our results in Figure 7.3 show
that the precision (number of utilized relevant digits behind leading ze-
ros) clearly influences κ. As also visible, the legitimate traffic in the NZIX-
II recordings results in κ values that strongly overlap with the κ values
of covert channel traffic for all tested protocols, i.e. legitimate UDP, TCP
and ICMP traffic. However, for a higher precision, κ of legitimate traffic is
smaller (below seven for precission 4). Moreover, storage covert channel
(SCC) and timing covert channel (TCC) traffic overlap in their κ values.

Compressibility-dependence on Transferred Data Type

Cabuk et al. did not distinguish how the transferred data of the covert chan-
nel influences the compressibility (κ). As long as encrypted, random or
compressed content is transferred, our compressibility results for storage
channels are at least similar to those of Cabuk et al., i.e. our results partially
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FIGURE 7.3: Dependence of κ on the type of applied precision and traffic type.

confirm the results of Cabuk et al. (see Figure 7.4). However, we also trans-
ferred different types of plaintext over the covert channels. In particular, we
additionally transferred the text Faust, the repeating string “ABABAB...”,
the GZip, BZip2 and ZIP compressed version of Faust and the text “The
quick brown fox jumps over the lazy dog” in loops over the channel. Each
traffic was transferred using the τ values used by Cabuk et al. i.e. 0.04 sec,
0.06 sec, and 0.08 sec.

Figure 7.4 shows the results for a storage channel (SCC). For τ = 0.04 sec,
our results match those of Cabuk et al. if the data is compressed with ZIP or
GZip. We achieve a lower compressibility for BZip2 and significantly larger
compressibility scores for Faust and highly-compressible content (“ABABAB”
and “The quick brown fox ...”).

For τ = 0.06 and for τ = 0.08, we cannot confirm consistency with the result
of Cabuk et al. in our experiment as the compressibility of Cabuk et al.
matches approximately the compressibility of uncompressed the Faust text.
For all compressed data, we achieve lower κ values.

The texts “ABABAB...” and “The quick brown fox” resulted in high com-
pressibility scores for all tested values of τ .

Cabuk et al. observed that with an increase [of] timing interval for IP SCC,
compressibility increases, too. Our results cannot confirm this observation as
shown in the difference for our values and the values by Cabuk et al. in Fig-
ure 7.4. Instead, our compressibility results slightly decreased or remained
stable. However, it must be noted, that we did not transfer exactly the same
text that was used by Cabuk et al. (but several other texts) and used our
own covert channel tool to generate the covert traffic (no error-correcting
codes were applied).
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FIGURE 7.4: Dependence of κ on the type of transferred content for SCC, in com-
parison to results provided by Cabuk et al.

Unfortunately, Cabuk et al. only provided SCC results and no TCC results
in their paper. We performed the necessary experiments to show how κ
is influenced for timing channels, depending on content type and τ value
(Figure 7.5). As shown in the figure, most of the κ values for TCC are in a
range of 10-15. Depending on τ , we could also observe a strong difference
for the repeating sentence “The quick brown fox ...” (colored in lilac).

FIGURE 7.5: Dependence of κ on the type of transferred content for TCC.
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We also analyzed how the κ values for legitimate traffic are distributed for
the NZIX-II data recordings. We applied a precision of two since it was
used by Cabuk et al. As shown in Figure 7.6, the largest part of the legit-
imate traffic (TCP, UDP, ICMP) results in κ values below ten. However, a
significant amount of legitimate traffic results in larger values. Given that
κ values between 5-7 were presented as SCC traffic by Cabuk et al. and that
our experiments showed that most of the TCC traffic has values below 10,
a significant amount of the legitimate traffic would result in false positives
if a detection would be performed based on the compressibility.

FIGURE 7.6: Histogram of κ values for legitimate traffic from the NZIX-II record-
ings.

Compressibility-dependence on Network Connection

Finally, we compared, how the type of the network connection influences
the compressibility as different connections provide different jitter and per-
formance. We transferred traffic over the local university network in Worms
(two hops over ethernet) and between an ISP-hosted server in Frankfurt
and our university network (seven hops for most routing paths). Again,
we applied the previously used τ values of Cabuk et al. (0.04, 0.06 and 0.08
sec) with a precision of two. We transferred both, TCC and SCC traffic for
all combinations of parameters.

As shown in Figure 7.7, remote traffic resulted in overall lower compress-
ibility scores (4-14 instead of 5-68), which we assume is influenced by the
increased network jitter. This statement applies for all three τ values as well
as for both covert channel types, SCC and TCC.

While Cabuk et al. did not compare different types of network connections,
they introduced several degrees of noise (10%-50%) to legitimate traffic and
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FIGURE 7.7: Dependence of κ on the utilized network connection and τ parame-
ters for both, TCC and SCC traffic.

observed a decrease in compressibility. This is similar to our experiment
which compares a seven-hop high-jitter connection with a two-hop low-
jitter connection. We thus consider our observation as an indicator that
confirms these findings of Cabuk et al.

7.5 Discussion

Despite the discussed advantages, WoDiCoF is linked to a number of draw-
backs.

First of all, WoDiCoF currently allows no live-traffic analysis as it requires
traffic recordings in the form of PCAP files or NZIX’ legacy ethernet format
files.

Our testbed is currently flow-oriented, i.e. it does not support detection
algorithms for inter-protocol steganography or protocol switching covert
channels Wendzel and Keller, 2012a; Jankowski et al., 2013; Mazurczyk et
al., 2016a, Chapter 4. Such channels could, however, be detected if each
protocol/sub-carrier would be analyzed separately and results would then
be merged in an additional step.

What can also be considered a drawback of WoDiCoF is that it requires
a fundamental understanding of Apache Hadoop. The requirements are
low if researchers or professionals (e.g. LEA users) use the testbed with
the already implemented algorithms. However, a deeper understanding of
Apache Hadoop is required if new detection algorithms shall be added.
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Currently, the visualization is based on a simple heuristic (e.g. threshold
values). This means that for a larger traffic recording with thousands of
flows, graphs are generated for all flows in combination with used param-
eters (e.g. for all τ values and all configured precisions of significant digits
in inter-arrival times), resulting in several GBytes of graph outputs. The
results are challenging to select by hand and thus need decision-making
support. We plan to add a visual analytics component for WoDiCoF to aid
this problem.

There is also a limitation regarding the evaluation of the compressibility al-
gorithm by Cabuk et al. as we applied neither error-detecting codes nor
error-correcting codes. However, this could be added and would most
likely not reveal new key insights that are significantly different from the
provided content types. Tools such as CCHEF could be used as a part of
WoDiCoF to generate such traffic.

Further, Cabuk et al. enhanced their approach by combining different mea-
sures for more accurate detectability and also modified their compressibil-
ity approach to an approach with sliding windows. We did not performed
measurements to compare our results with these extended versions.

Finally, it must be noted that Cabuk et al. discuss several limitations of their
work and the problem of finding an optimal window size parameter in their
original work. Their compressibility measure can thus be seen as a sophis-
ticated detection approach. However, our results underpin that if certain
parameters change (e.g. TCC instead of SCC traffic or change of transferred
content), the compressibility scores highly vary. Moreover, we could show
that the compressibility values of legitimate traffic can significantly overlap
with the compressibility values of covert traffic. Overlapping compress-
ibility values of legitimate and covert traffic would result in false-positives
or false-negatives, depending on whether a compressibility threshold for
detection is set too low or too high.

7.6 Conclusion and Future Work

WoDiCoF (Worms Distributed Covert Channel Detection Framework) is a testbed
for experiment verification (due to replication) and parallelization of detec-
tion algorithms in network steganography. Our testbed allows the imple-
mentation and evaluation of parallel and sequential detection algorithms
and the generation of tailored traffic for research.

With WoDiCoF, we were secondly able to provide additional insights in a
well-cited covert channel detection algorithm presented by Cabuk et al. The
tested algorithm is based on a compressibility score. We performed analy-
ses with several additional parameters not originally tested by the authors
and plan to analyze more parameters in future work, especially sliding win-
dow sizes. Our results show that we could confirm some of the evaluation
results provided by Cabuk et al. but that under varying conditions (e.g. dif-
ferent content type or different type of covert channel (timing vs. storage)),
results significantly differ. This underpins the importance of experiment
verification in network information hiding.
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Thirdly, Cabuk et al. state that more parameters could be analyzed to iden-
tify covert channels but that this would require additional hardware or process-
ing time, and is best done in an offline manner. This is a key aspect provided by
WoDiCoF. We have tested the parallel efficiency of our testbed and could
determine a speed-up for the algorithm by Cabuk et al.

Currently, we are working on the implementation of additional detection
algorithms for both, covert timing and storage channels. In particular, we
plan to implement detection algorithms for more hiding patterns. More-
over are we planning to extend WoDiCoF with a visual analytics compo-
nent to aid LEA users’ analysis phase. WoDiCoF will further be jointly de-
veloped together with partners of the CUING initiative and aims to provide
a remotely accessible testbed especially for academic and LEA users.
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Chapter 8

Countermeasure Variation

Abstract Network covert channels enable stealthy communications for mal-
ware and data exfiltration. For this reason, developing effective counter-
measures for these threats is important for the protection of individuals and
organizations. However, due to the high number of known covert channel
techniques, it is considered impractical to develop separate countermea-
sures for all theses techniques.

The main contribution of this chapter is to introduce the concept of coun-
termeasure variation. Countermeasure variation is a slight modification of a
given countermeasure that was designed to detect covert channels of one
specific hiding pattern so that the countermeasure can also detect covert
channels that are representing other hiding patterns.

We exemplify countermeasure variation using the compressibility score and
the ε-similarity originally presented by Cabuk et al. Both methods were de-
signed to detect covert channels that utilize the Inter-packet Times pattern
and we show that countermeasure variation allows the application of these
countermeasures to detect covert channels of the Size Modulation, PDU
Order and Value Modulation patterns.

Our results show that the detection of all selected types of channels can be
accomplished using pattern variation, under several conditions with good
precision and accuracy values (in most cases: 95% or higher). However, the
detectability differs for the different types of patterns.

Originally published: Wendzel, Eller, and Mazurczyk (2018, *), Wendzel
(2019, *), Wendzel, Link, Eller, and Mazurczyk (2019, *), Velino, Mileva,
Wendzel, and Mazurczyk (2019, *)

* The content of these publications was extended for this thesis. Several additional results,
such as ROC curves, were provided to unify the presentation of the content.
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8.1 Introduction

A few hundred hiding techniques for covert channels are known which
can be assigned to different families, called hiding patterns. Hiding patterns
were introduced in 2015 by Wendzel et al. and are abstract descriptions of
hiding methods (Wendzel et al., 2015). For instance, the least significant
bit (LSB) pattern specifies that secret data can be hidden in the LSB(s) of a
header field, but it does not specify where such a field has to be located in
a header, which size or byte order the field can have, or to which protocol
the hiding technique can be applied to.

So far, countermeasures for covert channels focus only on a single hiding
technique or on a family of similar methods which are assigned to the same
hiding pattern. To keep the application of countermeasures feasible in prac-
tice, their number should be kept at a minimum. Therefore, it must be
studied which countermeasures can be applied to which hiding patterns.
However, no work is available that has shown that countermeasures can be
applied in a way that works with several patterns.

In this chapter, we introduce the idea of countermeasure variation, i.e., to
counter specific covert channels these countermeasures can be potentially
applied to multiple patterns instead of only one. As a positive side-effect,
countermeasure variation reduces the amount of necessary code per coun-
termeasure as parts of a countermeasure’s code can be recycled to counter
other patterns. We show the feasibility of countermeasure variation using
the compressibility score (Chapter 7.4.1) and the ε-similarity used to detect
covert timing channels of the Inter-packet Times pattern can also be applied
to detect covert channels that modulate packet sizes (Size Modulation pat-
tern).

On one hand this allows academia to generate a flood of papers for every
covert channel published, which is not negative per se as it enhances the
understanding of countermeasures. Several of the developed countermea-
sures work well and can even be applied in practice. On the other hand
is the increasing number of publications difficult to process by scientists
working in the domain. Moreover, such channel-specific countermeasures
are limited and their focus cannot be broadened easily. For these reasons,
and as discussed in Chapter 3.4, the concept of countermeasure variation
can be expected to support the scientific efficiency of this research topic.

The remainder of this Chapter is structured as follows. In this section, the
concept of countermeasure variation is introduced. Next, we introduce the
traditional detection approaches that we utilize to demonstrate the feasibil-
ity of countermeasure variation (Section 8.2). Fundamental detection met-
rics are afterwards covered in Section 8.3. Next, we demonstrate counter-
measure variation for the Size Modulation pattern (Section 8.4), the PDU
Order pattern (Section 8.5) and the Value Modulation pattern (Section 8.6).
We briefly highlight results of additional countermeasure variations in Sec-
tion 8.7 and conclude in Section 8.8.
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8.1.1 Concept of Countermeasure Variation

This section puts countermeasures in a pattern-based context. It introduces
the idea of countermeasure variation.

We introduced the concept of pattern variation in Chapter 4. The idea of
pattern variation is that one pattern can change its context, i.e., the network
protocol to which it is applied. For instance, the LSB pattern, which hides
data in the least significant bit(s) of a protocol header field, can be applied
to the TTL field of IPv4 as well as to the Hop Limit field of IPv6. Therefore,
the same algorithm can be applied, but the context (network protocol) is
changed. Pattern variation is based on the idea of pattern transformation.
Pattern transformation is an abstract term and it is used, for example, for
the dynamic generation of user interfaces so that they fit a given context,
e.g., a desktop browser or a mobile phone.

Instead of patterns, countermeasures can also be ‘transformed’; we call this
process countermeasure variation (the fundamental idea was briefly intro-
duced already in Chapter 4.6). Countermeasure variation modifies a coun-
termeasure to work with another pattern as originally intended.

Inter-arrival
Times

PDU Order Size Modu-
lation

Value Modu-
lation

Artificial
Re-trans-
mission

compressi-
bility score

(Cabuk et al.,
2009, *)

(Wendzel,
2019)

(Wendzel
et al., 2018;
Wendzel
et al., 2019)

(Velino et al.,
2019)

(Zillien and
Wendzel,
2018)

ε-similarity (Cabuk et al.,
2004; Cabuk
et al., 2009, *)

- (Wendzel et
al., 2019)

- (Zillien and
Wendzel,
2018)

regularity
score

(Cabuk et al.,
2004; Cabuk
et al., 2009, *)

- (Wendzel et
al., 2019)

- -

TABLE 8.1: Summary of existing work on countermeasure variation. (*) indicates
the original approaches, i.e., without countermeasure variation.

Please note that although Table 8.1 mentions only three countermeasures,
additional countermeasures could be considered, e.g., all countermeasures
of Mazurczyk et al., 2016a, Chapter 8. Two of these countermeasures are an-
alyzed in this thesis, namely the compressibility score and the ε-similarity.1

When a new type of network hiding pattern is found, no countermeasure
is instantly available for the new covert channels of the particular pattern.
Countermeasure variation allows to transform existing countermeasures so
that they can be applied to another pattern. Similarly, countermeasure vari-
ation can be applied to already known covert channel patterns for which no
or only few countermeasures are known.

In other words, countermeasure variation transforms, i.e. modifies, existing
countermeasures designed to combat a specific covert channel so that the
countermeasure can be used against covert channels which belong to an-
other covert channel that can belong to an entirely different hiding pattern.

1In post-thesis work, we have recently demonstrated that the so-called regularity metric
was suitable for the detection of the Size Modulation pattern (Wendzel et al., 2019).
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To perform countermeasure variation for a given countermeasure, both,
the input and the inner functioning of an existing countermeasure must
be adopted to a new hiding pattern’s requirements. For instance, instead of
IAT values, packet sizes could be used to detect covert channels of the Size
Modulation pattern instead of those of the ‘inter-packet times’ pattern. The
inner functioning must be modified if the existing functioning does either
not provide satisfying results with the new inputs or when the new input
type is incompatible with existing function (e.g., because a countermeasure
is designed to deal with small numbers < 1 but has to deal with large num-
bers now). There is no generalization feasible of how such a countermea-
sure variation can be performed as detection methods are highly heteroge-
neous. However, as we will show in the remainder of this section, perform-
ing countermeasure variation is not necessarily a complicated task.

8.1.2 A Definition of Countermeasure Variation

When a new type of network hiding pattern is found, no countermeasure is
instantly available for the new covert channels of the particular pattern.
Countermeasure variation allows to transform existing countermeasures
so that they can be applied to such a new pattern. Similarly, countermea-
sure variation can be applied to already known covert channel patterns for
which no or only few countermeasures are known. However, there is cur-
rently no clear definition of countermeasure variation. For this reason, we
provide the following definition:

Definition. Given the two hiding patterns A and B, with A ≠ B, a coun-
termeasure variation is a pattern-based process in which an existing counter-
measure that detects, limits, prevents or audits covert channels of pattern
A is modified so that it detects, limits, prevents or audits covert channels of
pattern B.
The process of countermeasure variation replaces the input attributes (fea-
tures) used for A with features for B and performs a modification of the
inner functioning (e.g., the algorithm) used for A in order to work with the
new features for B. The alternation of the inner functioning is kept as small
as possible, which provides the contrast to developing entirely new coun-
termeasures. In comparison to simply applying the same countermeasure
(e.g. a statistical method) to another covert channel technique, countermea-
sure variation i) requires the modification of the inner functioning and ii)
focuses on hiding patterns, i.e., it needs to consider features that can be
used for multiple covert channels belonging to the same pattern. ∎
In other words, to perform a variation for a given countermeasure, both,
the input and the inner functioning of an existing countermeasure must be
adapted to a new hiding pattern’s requirements. For instance, instead of
packets’ inter-arrival time (IAT) values used to detect the Inter-packet Times
pattern, packet sizes could be used as a feature to detect covert channels of
the Size Modulation pattern. Or, as shown in (Zillien and Wendzel, 2018),
observations of TCP re-transmissions can be extracted from flows to detect
the Artificial Re-transmissions pattern. Indeed, multiple features could be
combined.
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The inner functioning of a countermeasure must be (slightly) modified since
the existing functioning (in almost all cases) will not provide satisfying re-
sults with the new inputs. Another reason to modify the inner functioning
is given when the new input type is incompatible with the existing func-
tion (e.g., because a countermeasure is designed to deal with small float-
ing point values < 1 but now has to deal with 32 bit integers as it was the
case in (Zillien and Wendzel, 2018) or because sufficient detection results
require a modified string generator (Wendzel, 2019)). There is no general-
ization feasible of how such a countermeasure variation can be performed
as countermeasures are highly heterogeneous. However, as we will show in
the remainder of this section, performing countermeasure variation is not
necessarily a complicated task, which renders the idea a useful and quick
method for creating new countermeasures.

As a positive side-effect, recycling the code of one countermeasure to work
with a different pattern allows to reduce the overall lines of code: only on a
detailed level, the algorithm is slightly altered to fit into the context of the
new pattern (i.e., it is transformed to the new pattern). However, we do not
state that countermeasure variation is necessarily less time-consuming than
developing new countermeasures from scratch. Instead, its major benefit
is to take advantage of existing countermeasures, i.e., it transfers existing
countermeasure concepts into new countermeasures.

In this chapter, we show the feasibility of countermeasure variation with
three countermeasures originally designed for the detection of the Inter-
packet Times pattern. After the process of countermeasure variation, the
three countermeasures can be applied to the Size Modulation pattern.

While one could argue that the Size Modulation and Inter-packet Times
patterns are rather similar in their functioning (both basically modulate in-
teger values) this was not the case for the Artificial Re-transmissions pat-
tern. Thus, we conclude that countermeasure variation can be expected
feasible for other patterns than the already evaluated ones. While the de-
tection results for new patterns after countermeasure variation were accept-
able in most cases, there were also cases where no acceptable detection re-
sults could be achieved.2 However, no generic conclusion on the quality
of detection results after performing a countermeasure variation is feasible
due to the diversity of existing hiding patterns.

8.2 Selected Traditional Detection Approaches

In order to demonstrate the feasibility of countermeasure variation, we will
consider two metrics, the compressibility score and the ε-similarity. Both
metrics were designed to detect IAT-based covert channels. We selected
these techniques due to the fact of being highly cited and evaluated. We will
perform a countermeasure variation for the Size Modulation, PDU Order
and Value Modulation patterns.

2The compressibility score did not provide sufficient results for the Artificial Re-
transmissions pattern while the ε-similarity metric did provide acceptable results for the
same pattern.
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Cabuk et al. developed a detection approach for covert channels that trans-
fer secret data via delay between network packets (IAT values) in (Cabuk
et al., 2009; Cabuk et al., 2004). These covert channels fall under the Inter-
packet Times pattern. The basic functionality of such covert channels is
that before sending new packets they encode secret data using different
IATs3. For instance, if the time between two packets is 100 ms, this could
indicate a binary zero while a time-gap of 200 ms could indicate a binary
one. However, detecting such channels is challenging since their coding
can vary and because they can easily blend with the legitimate traffic. The
three proposed detection metrics for IAT-based channels of Cabuk et al. are
the compressibility and the ε-similarity.

The compressibility-based approach by Cabuk et al. works as follows. For
each traffic flow, all n IATs are recorded in a list ∆t1 , ...,∆tn (we use t to
indicate that we focus on timing events). All values > 1 s are filtered
out. All remaining values are coded in ASCII characters in the form that
the number of leading zeros behind the comma is encoded in upper-case
characters starting from A (no zeros) over B (one zero behind the comma)
and so forth. All resulting strings are then concatenated to a large string S
(e.g. “A25B2A25B19A24B22”). Then, S is compressed with a compressor
I, resulting in the compressed string C = I(S). As a compressor, Cabuk
et al. used Gzip. The compressor is a key component and it is integrated
to reveal the decrease of the entropy due to the covert channel utilization
as its few IATs occur many times. Finally, the authors divide the length of
both strings by calculating the value κ = ∣S∣/∣C ∣. In result, certain ranges of
κ values are an indicator for the presence of a covert channel.

In case of the ε-similarity, all IATs of a flow are first sorted in a list with
ascending order. For every packet Pi in the sorted list, the pair-wise timing
difference λi with packet Pi+1 is calculated, i.e., λi = ∣Pi − Pi+1∣/Pi (if the
timestamps are equal, the value 0 is used). Next, a value ε is selected as
a threshold and all relative increases λi < ε are counted. The number of λ
values below the threshold in comparison to all values is then used as an
indicator for the presence of a covert channel.

8.3 Utilized Evaluation Metrics

The two metrics used to evaluate all detection methods are precision and
accuracy. Precision is defined as the number of true positives (TP ) divided
by the number of all positives (true and false positives) and it is expressed
as:

precision = TP

TP + FP
.

In other words, precision illustrates the percentage of the flows detected
as covert channels that were actually covert channels (while other flows

3A detailed description of the pattern can be found in (Wendzel et al., 2015; Mazurczyk
et al., 2016a).
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may have been detected as “covert channels” but were actually legitimate
traffic).

Accuracy, on the other hand, expresses how large the number of correctly
classified elements is in comparison to all elements. In other words, it rep-
resents the percentage of flows that were correctly classified as covert or
legitimate in comparison to all classified flows (the total population of true
and false positives and negatives). The accuracy is calculated as follows:

accuracy = TP +TN

TP +TN + FP + FN
.

Later, we will also utilize additional metrics: recall (also: sensitivity or true-
positive rate, TPR) is the number of correctly classified covert channel flows
in comparison to the correctly classified covert channel flows plus those
flows that were classified as legitimate traffic but were actually covert chan-
nel flows, too (false negatives, FN).

recall = TP

TP + FN
.

The F-score is the harmonic mean of precision and recall.

F − score = 2 ⋅ precision ⋅ recall

precision + recall
.

Finally, the false-positive rate (FPR) is the amount of legitimate traffic that
was considered to be covert channel in comparison to all legitimate traffic
and the Specificity (also: true-negative rate, TNR) measures the fraction of
correctly classified negative samples.

FPR = FP

FP +TN
,

Specificity = TN

TN + FP
.

So-called receiver operating characteristic (ROC) curves show how a classi-
fier’s recall performs depending on the FPR. Several ROC charts will be
shown in this chapter. For the contained ROC curves, the so-called area un-
der curve (AUC) value will be mentioned. All AUC values in this chapter
are approximated using the particular intervals of each section.

A Note on the Extension of Measurements and Traffic Mixtures for this
Thesis This chapter is based on several different publications which were
originally tailored to show detectability under different circumstances. The
following steps where undertaken to unify the content. In comparison to
the publications used for Scenario 1, additional results were provided in the
form of ROC curves, AUC values, an FPR chart, improved interval selec-
tion, and addition of F-score and recall to all original charts. For Scenario
2, ROC curves, FPR charts and several additional detail results were added
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for this thesis. The description of Scenario 3 was enriched with textual de-
tails.

In case of all three scenarios, we applied a traffic mixture containing 50%
covert channel traffic and 50% legitimate traffic. This was decided to pre-
vent the null-accuracy problem, i.e., achieving a high accuracy by simply
selecting the most frequent class. However, to additionally address a sce-
nario where (almost) no covert channel traffic is present, FPR charts are also
shown.

8.4 Scenario 1: Size Modulation Pattern

In this section, we first explain the original detection methods as introduced
by Cabuk et al., followed by our approaches for countermeasure variations.
To evaluate how the transformed detection approaches perform, we used
different data samples as shown in Table 8.2.

In the remainder of this section, it must be noted that for each detection
technique, we first analyze the detectability of covert channels that encode
data using two different symbols, i.e., two different packet sizes. After-
wards, we analyze the detectability of traffic that combines all these covert
channels. Finally, we analyze the detectability of covert channels with more
than two symbols.

Data- Payload sizes ∣∆p∣ # of
type (transp. layer) [bytes] flows

[bytes]

legitimate various various 100,000

covert 1,000 / 1,001 1 100,000
channel 100 / 101 1 100,000
(2 symbols) 50 / 60 10 100,000

100 / 200 100 100,000
100 / 1,000 900 100,000
all the above all the above 100,000

covert 100 / 200 / 300 100, 200 100,000
channel 100 / 200 / 300 / 400 100, 200, 300 100,000
(>2 symb.) 100 / 200 / ... / 800 100, 200, ..., 700 100,000

TABLE 8.2: Size modulation traffic used to evaluate our approach

8.4.1 Countermeasure Variation

To perform a countermeasure variation for the compressibility metric pro-
posed by Cabuk et al., i.e., transferring the original approach to covert chan-
nels which utilize the Size Modulation pattern, we modified the following
aspects of the original algorithm. First, we considered the relative differ-
ences of packet sizes of a flow instead of its IATs. Thus, for each flow with
n packets, we calculated n−1 relative size differences ∆pi (p stands for packet
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size) between the succeeding packets. Second, we concatenated a string S
consisting of the relative differences for each flow, separated by commas:
S = ∆p1 ,∆p2 , ...,∆pn . In this string, numbers were represented in ASCII
(i.e., the string coding is different to the letter-coded rounded IATs of Cabuk
et al.). For instance, if a flow contains five packets with the packet sizes 120,
520, 514, 518, and 520 bytes, then the relative differences ∆p1 , ...,∆p4 would
be 400, -6, 4, and 2 bytes. We concatenated the string S using the ASCII
representation of the ∆p values, i.e., “400,-6,4,2”. We decided to intro-
duce the comma-based separation of values as otherwise, due to the ASCII
representation, numbers would not be distinguishable, e.g., the relative dif-
ferences used above would result in the string “400-642”, which would
influence the compression in an way that does not consider the actual size
differences. The remainder of this detection method functions exactly the
same as in the case of the original approach. For each flow, we calculated
the compressibility of S using a compressor I to calculate C = I(S), fol-
lowed by dividing string lengths κ = ∣S∣/∣C ∣. As already mentioned, the
compressor is a key component and it is integrated to reveal the decrease
of the entropy due to the covert channel utilization as few utilized covert
channel’s packet sizes occur many times. Finally, we determined κ values
of legitimate traffic and of covert channel traffic to define interval borders
in which flows could be considered as covert channel traffic. A similar step
is required to categorize κ values in case of the original approach (Cabuk
et al., 2009; Cabuk et al., 2004).

Next, we performed a countermeasure variation for the ε-similarity as fol-
lows. First, we sorted all packet sizes of a flow instead of the IAT values.
Then, we calculated the relative differences λi based on these values and
determined suitable ε-thresholds. All other steps of this countermeasure
were kept as in the original approach.

8.4.2 Evaluation

We first study the compressibility score, followed by the ε-similarity.

Compressibility

To evaluate compressibility, first we performed a training phase to deter-
mine κ values of legitimate and covert traffic (100,000 legitimate packets
and 100,000 covert channel packets). As a data source for legitimate traf-
fic, we used the NZIX data set (WAND group, 2000) from the University
of Waikato’s WAND group. In particular, we considered traffic contain-
ing at least 200 packets. Figure 8.1 shows the results of the initial analysis.
As visible, κ values of legitimate and covert channel traffic overlap clearly.
When the covert channel utilizes more symbols, the median κ value seems
to decrease, rendering these channels potentially easier to detect.

The obtained κ values were then used to define interval values that separate
covert from legitimate traffic. As visible in Figure 8.1, covert channel traffic
has a κ value of approximately 4 to 6, with an approximate mean of 5.0;
the differences are depending on the covert channel’s number of symbols
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2 3 4 8 Legitimate

5
1
0

1
5

Covert channel symbols / type of traffic

κ

FIGURE 8.1: Analysis of NZIX training data in comparison to covert channels
using 2, 3, 4 and 8 symbols.

and our generation of the string S. Therefore, we decided to start with an
interval ⟨4.9; 5.1⟩ for κ to differentiate between covert and legitimate traffic.
We widened the interval in further steps (Table 8.3 provides an overview
of all intervals). Please note that we later introduce improved intervals.
Intervals 0 and 13 are just used for plausibility checks.

No. Range No. Range No. Range No. Range No. Range

0 ⟨0.0; 1.0⟩ 1 ⟨4.9; 5.1⟩ 2 ⟨4.8; 5.2⟩ 3 ⟨4.7; 5.3⟩ 4 ⟨4.6; 5.4⟩
5 ⟨4.5; 5.5⟩ 6 ⟨4.4; 5.6⟩ 7 ⟨4.3; 5.7⟩ 8 ⟨4.2; 5.8⟩ 9 ⟨4.1; 5.9⟩

10 ⟨4.0; 6.0⟩ 11 ⟨3.9; 6.1⟩ 12 ⟨3.5; 7.0⟩ 13 ⟨0.0; 99.0⟩ - -

TABLE 8.3: Used starting intervals

In the following testing phase, we applied another 100,000 legitimate pack-
ets and 100,000 covert channel packets to test each interval for every par-
ticular type of covert channel (see following sub-sections).4 Since there are
no traffic recordings for the Size Modulation-based covert channels avail-
able (Elsadig and Fadlalla, 2017), we decided to generate our own covert
channel traffic data with a traffic generator. Our covert channels used dif-
ferent packet sizes for their coding to transfer randomized content, i.e., ev-
ery hidden symbol (packet size) occurred with the same probability. This is
a realistic assumption as secret data can be encrypted before being transmit-
ted. Some of the covert channels used a coding with significantly different
packet sizes, e.g., sending either a packet of size 100 bytes or of size 1,000
bytes. Other covert channel’s coding was only marginally distinguishable,
e.g., sending either a packet of size 1,000 or 1,001 bytes. Table 8.2 provides
an overview of the generated covert channels, all following a uniform dis-
tribution of covert symbols.

It must be noted that we apply the same detection intervals for the detec-
tion of all covert channels, i.e., we do not further optimize the intervals to

4In case of the combined test of all covert channels using two symbols, we transferred
20,000 packets per covert channel, so that 100,000 packets were processed overall.
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match a specific channel’s characteristics to ease detection.5 Instead, we just
decrease the interval size gradually.

Overview (ROC curves and AUC) The detectability of covert channels
using different PDU sizes is shown in form of a ROC curve in Figure 8.2.
As can be seen, covert channels with the same byte difference (e.g., the 1-
byte difference channels using 1,000 and 1,001 or 100 and 101 bytes) is only
marginally distinguishable. The AUC of the 1,000 and 1,001 bytes channel
was 92.33% while it was 92.36% for the channel using 100 and 101 bytes.
This slight difference is probably caused by the PRNG as only 200 flows
were generated.

As can also be seen, the detectability does not automatically increase when
larger byte differences are used, i.e., the channel using a 900-bytes differ-
ence is slightly better detectable (AUC 86.37%) than the one with a 100 bytes
difference (AUC 84.79%). The channel with the 10-byte difference resulted
in an AUC of 95.14%. The AUC differences are especially the result of our
ASCII coding.
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FIGURE 8.2: ROC curves for the detection of size modulation covert channels.

For comparison, when the covert channel utilizes multiple symbols in par-
allel, the detectability in terms of AUC seems to decrease with the number
of symbols (see Figure 8.3). In particular, the 3-symbol channel resulted in
an AUC of 97.68%, the 4-symbol channel had an AUC of 95.18%, and the
8-symbol channel’s AUC was 84.84%.

Improved detection intervals As the detectability using the intervals of
Table 8.3 was good but not of optimal quality, we decided to introduce spe-
cific intervals for the particular covert channels, optimized for their median
value. In particular, we applied the intervals of Table 8.4 in the remainder.

5This was decided to reflect realistic conditions.
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FIGURE 8.3: ROC curves for the detection of size modulation channels with 3, 4
and 8 symbols.

Please note that these intervals are identified by their numbers during the
following pages.

No. Range No. Range No. Range No. Range No. Range

0 ⟨0.0; 0.1⟩ 1 ⟨3.7; 4.2⟩ 2 ⟨4.1; 4.6⟩ 3 ⟨4.2; 4.7⟩ 4 ⟨4.3; 4.8⟩
5 ⟨4.6; 5.1⟩ 6 ⟨4.7; 5.8⟩ 7 ⟨4.9; 6.0⟩ 8 ⟨5.3; 7.0⟩ 9 ⟨0.0; 99⟩
TABLE 8.4: Improved intervals (tailored to match specific covert channels)

Two-symbol Covert Channels We first analyzed covert channels with a
payload size difference of only 1 byte, i.e., the covert channel that encodes
data with 1,000 and 1,001 payload bytes and the one that encodes secrets
with 100 and 101 payload bytes. As the differences in packet size were al-
ways -1, 0 or +1 bytes for both covert channels, they resulted in highly sim-
ilar κ values that only depended on the randomly selected covert channel
symbols. The mean κ value for the channel with 1,000 and 1,001 bytes was
4.43448 while it was 4.43677 for the channel with 100 and 101 bytes. Thus,
the precision and accuracy values for both channels were almost equal for
our interval sizes. As shown in Figure 8.4 (upper-left corner), the best per-
forming interval was #3, resulting in an accuracy of 97.17% and an F-score
of 95.82%.

Next, we analyzed the covert channel with a payload size difference of
10 bytes, i.e., payload sizes of 50 and 60 bytes (upper-right corner of Fig-
ure 8.4). Here, we could achieve the best accuracy and F-score values for
the interval #7, namely 94.86% and 92.82%. The mean κ value (5.34675).

The covert channel with the payload sizes 100 and 200 bytes provided an
accuracy of 93.59% and an F-score of 91.21% for the best-performing in-
terval (#8), see lower-left corner of Figure 8.4. The mean value for κ was
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FIGURE 8.4: Detection results for covert channels using the 2 symbols but differ-
ent payload size differences.

6.16748. The the mean value for the channel with 100 and 1,000 bytes was
almost the same (6.03886), resulting in basically the same detection values
for interval #8 (see lower-right corner of Figure 8.4).

Table 8.5 summarizes the average κ values that were calculated for the dif-
ferent two-symbol covert channels. As can be seen, the κ value generally
increases when the difference of the utilized packet sizes increases.

Payload ∆ of Avg. κ
sizes [bytes] pkt. size value

1,000 / 1,001 1 4.43448
100 / 101 1 4.43677
50 / 60 10 5.34675
100 / 200 100 6.16748
100 / 1,000 900 6.03886

TABLE 8.5: Resulting κ values for two-symbol covert channels.

FPR per Interval However, it is crucial to consider thresholds that result
in a low FPR. As visualized in Figure 8.5, the realistic thresholds #1-#8 were
all in a range below 10%, thresholds #1 to #5 were below 3% FPR. However,
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none of the realistic intervals was below 2% FPR. Interval #4 (⟨4.3; 4.8⟩) was
the one with the lowest FPR (2.281%).
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FIGURE 8.5: FPR using 1,000 legitimate flows for all utilized thresholds.

The channels with 1,000 and 1,001 as well as 100 and 101 bytes (latter not vi-
sualized) performed best for interval #3, they profits from a low FPR (2.58%)
while the optimal detection intervals for the channels with 50 and 60 bytes,
100 and 200 bytes, and 100 and 1,000 bytes where best for intervals 6, 7, and
8 resulting in FPR values of 7.54%, 7.74%, and 9.52%, respectively.

Combining Two-symbol Covert Channels Figure 8.6(l) illustrates the de-
tectability for a mixture of all above-mentioned covert channels and legit-
imate data mentioned in Table 8.2. The fraction of flows and packets per
type of covert channel was equal, resulting in 20,000 packets per covert
channel (100,000 covert channel packets overall). Again, the same number
of legitimate flows and packets were used in this test to provide balanced
classes.

First, we applied the already known intervals from Table 8.4. However,
these intervals are tailored to match one covert channel type, each, and not
multiple covert channels. As can be seen in the left part of Figure 8.6, the
best interval in terms of combined accuracy and F-score was #8 (accuracy:
71.54%, F-score: 64.90%).

Since these results were not satisfying, we created improved intervals to
match more than one covert channel. These intervals are shown in Table
8.6 and their results are visualized in Figure 8.6(r). As can be seen, the
results improved clearly, with the best performing intervals being #2 and
#3. Interval #2 provided an F-score of 92.07% and an accuracy of 91.40%
while interval #3 provided an F-score of 91.53% and an accuracy of 90.75%.
However, the F-score for intervals #2 and #3 where rather high (17.20% and
18.50%, respectively), which is a result of the widened intervals that lead to
the selection of a higher fraction of legitimate flows.
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No. Range No. Range No. Range No. Range No. Range

0 ⟨5.0; 6.8⟩ 1 ⟨4.5; 7.0⟩ 2 ⟨4.1; 7.0⟩ 3 ⟨4.0; 7.1⟩ 4 ⟨2.9; 7.2⟩
TABLE 8.6: Tailored detection intervals for multiple two-symbol covert channels
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FIGURE 8.6: Detectability for a mixture of all presented two-symbol covert chan-
nels using the intervals of Table 8.4 (left figure) and the further widened intervals

thresholds of Table 8.6 (right figure).

Covert Channels with > 2 Symbols Sophisticated covert channels can uti-
lize more than two secret symbols, so that more information can be trans-
ferred per packet, i.e., for n symbols, log2(n) bits can be transferred per
packet. Thus, the required number of packets can be reduced. To analyze
such channels, we generated traffic for covert channels using 3, 4 and 8
different symbols which were reflected in the payload sizes between 100
and 800 bytes (Table 8.2). In the following, we switch back to the previous
intervals listed in Table 8.4.

First, we analyzed a covert channel with 3 different payload sizes (100, 200
and 300 bytes). As shown in Figure 8.7 (upper-left corner), interval #6 per-
formed best (F-score: 92.90%, accuracy: 94.93%). Results of interval #7 were
similarly good. However, all other intervals provided no useful results.

In case of a covert channel with four different payload sizes (100 to 400
bytes), the best performing interval was #4 (see Figure 8.7, upper-right cor-
ner). The F-score was 90.66% and the accuracy 94.06%. Other intervals
resulted in F-scores below 80% and where thus considered unsuitable.

Finally, we analyzed a covert channel with 8 different payload sizes (Fig-
ure 8.7, bottom-left corner). This channel was detectable with an accuracy
of 97.66% and an F-score of 96.59% using interval #1. The FPR was 3.30%.
All other intervals provided no useful results.

Combined Detection of Covert Channels with 3+ Symbols In summary,
channels with 3, 4, and 8 symbols required different intervals (intervals #6
and #7 vs. #4 vs. #2). Since the median values of these channels were, as
already shown in Figure 8.1, within the range of approx. 3.3 to 5.5, it was
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FIGURE 8.7: Detectability of covert channels using 3, 4, and 8 symbols in parallel.

feasible to realize a combined detection with another set of intervals (Table
8.7). The results are visualized in Figure 8.7 (bottom-right corner).

No. Range No. Range No. Range No. Range No. Range

0 ⟨3.3; 5.2⟩ 1 ⟨3.0; 5.6⟩ 2 ⟨3.5; 5.5⟩ 3 ⟨3.4; 5.4⟩ 4 ⟨3.4; 5.4⟩
TABLE 8.7: Tailored detection intervals for covert channels with 3+ symbols

Intervals #2-#4 all performed similarly. The best-performing interval in
terms of combined F-score and accuracy was #2, which resulted in an F-
score of 93.28% and an accuracy of 92.83%, combined with a FPR of 13.78,
which is a result of the large interval.

ε-similarity

Similarly, like a κ value for the compressibility score was initially deter-
mined, we first needed to establish suitable thresholds for the ε-similarity.
However, for these measurements, we applied 3,000,000 legitimate flows.
It turned out that ε = 0.1 (i.e., 10%) provided good results when we expect
0.34% or 0.35% of the λ values below ε (see Figure 8.8 for a two-symbol
channel using 1,000 and 1,001 bytes). The AUC was 97.3%.
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FIGURE 8.8: ε-similarity: ROC curve (l) and accuracy/precision (r) for the detec-
tion of a covert channel using 1,000 and 1,001 bytes.

All results for two-symbol covert channels were highly similar, which is
rooted in the fact that our post-countermeasure variation ε-similarity counts
the number of relative packet size increases6 while the allowed increase is
reflected by the configured threshold. For this reason, we have visualized
only the channel using 1,000 and 1,001 bytes. We were able to achieve an
accuracy of 97.8%, a precision of 95.8%, and a recall of 100% for above men-
tioned limits (F-score: 97.85%).

However, we could not obtain any useful results for covert channels with
three or more symbols when applying the ε-similarity, rendering the result
of our countermeasure variation unsuitable for such channels. The reason
for this is that the number of relative increases in ε values was already over-
lapping with too many legitimate flows.

8.5 Scenario 2: PDU Order Pattern

In this section, we present an approach to detect PDU order channels in
a protocol-independent manner. Our approach is tailored for the scien-
tific community and for the law-enforcement to analyze traffic recordings.
However, our approach can be potentially applied to corporate networks
with a low traffic volume in real-time, too. In particular, the contributions
are as follows:

1. Perform a modification (countermeasure variation) of the so-called com-
pressibility score that was originally introduced to detect covert chan-
nels that modify the timing between PDUs. Therefore, a suitable cod-
ing is presented. The presented detection approach is designed in a
way to make it independent of the utilized network protocol.

2. Evaluating the detectability of PDU order channels that are utilizing
a different number of PDUs in their coding.

6The number of relative packet size increases directly depends on the number of sym-
bols.
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8.5.1 Fundamentals

The functioning of PDU order channels is visualized in Figure 8.9. A covert
sender (CS) sends a sequence of messages to the covert receiver (CR). In
comparison to legitimate traffic, the order of protocol data units (PDUs),
i.e. network packets, is modified by a covert sender to encode a hidden
message. Sender and receiver agree upon the coding a priori, e.g. it can be
defined in a malware’s executable before deployment.
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FIGURE 8.9: The functioning of the PDU order pattern.

In general, a covert channel manipulating the order of n packets can be
used to transfer log2 n! bits (Ahsan and Kundur, 2002b; Kundur and Ah-
san, 2003). Thus, the more PDUs are utilized, the more bits can be trans-
ferred per PDU. For practicability, longer messages can also be split into
m sequences of n PDUs each, allowing m ⋅ log2 n! bits to be transferred.
For instance, if a transfer contains 2,000 packets, and if n = 4, then this
would allow the transfer of 500 ⋅ log2 4! = 2,292.5 bits (more than 286 bytes),
and it would be 2,762.8 bits (345 bytes) for n = 5 (m = 400). PDU order
channels can utilize the sequence numbers of TCP, AH or ESP headers, sev-
eral application layer protocol’s sequence numbers and the IPv4 Identifier
field, among others (Ahsan and Kundur, 2002b; Kundur and Ahsan, 2003;
Mazurczyk et al., 2016a).

Hiding patterns are abstract descriptions of covert channel hiding tech-
niques; they were introduced in (Wendzel et al., 2015). Each hiding pattern
represents a set of covert channel techniques that follow the same general
hiding technique. These hiding patterns form a taxonomy, where the PDU
order pattern is categorized as a timing channel (because manipulating the
order of PDUs effectively alters their timings). In (Mazurczyk et al., 2016a),
the PDU order pattern was additionally categorized as protocol-aware, i.e.
as a method that require[s] the understanding of the carrier protocol7, and was
finally renamed to (manipulated) message ordering pattern.

Covert channel detection is also well covered in the existing literature. In
general, countermeasures either aim on detecting the presence of the chan-
nel itself or the involvement of a participant in the covert communication.
Other countermeasures aim on limiting the channel capacity or on prevent-
ing the use/the existence of channels. Moreover, channels can be audited
(Mazurczyk et al., 2016a). Several detection methods exist and summaries
can be found in (Zander et al., 2007a; Mazurczyk et al., 2016a). A recent

7In contrast, protocol-agnostic timing channels can modify the carrier blindly, e.g. by
manipulating the inter-arrival times between packets.
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trend is the detection of distributed covert channels (Cabaj et al., 2018b).
PDU order channels could also be realized in a distributed manner, e.g. split
over multiple flows simultaneously. We do not explicitly focus on such a
distributed scenario in this chapter, but the presented approach could po-
tentially detect distributed PDU order channels nevertheless on a per-flow
basis. Moreover, digital media steganography has similar channels, e.g.
methods that modify the order of HTML tags in websites, which can be
detected with statistical methods (Polak and Kotulski, 2010). However, no
specific method was presented so far to detect network-based PDU order
channels.

A detection approach for covert timing channels it the so-called compressibil-
ity score that was introduced by Cabuk et al. (Cabuk et al., 2009). The com-
pressibility score is applied to detect channels that modulate inter-arrival
times (IAT) between succeeding network packets. These channels belong
to the “Inter-packet Times” pattern (Mazurczyk et al., 2016a). Therefore,
IAT values of a flow are recorded, and then rounded. The rounded values
are encoded as short strings that are concatenated to a long string S. Af-
terwards, S is compressed with a compressor I (e.g. Gzip), i.e. C = I(S).
Finally, the value κ = ∣C ∣/∣S∣ is calculated. κ is used as an indicator for the
presence of a covert timing channel. In general, a covert channel’s artificial
IAT values of the “inter-packet times” pattern would be similar within a
given flow, rendering the results better compressible than legitimate traffic
with more varying IAT values (Cabuk et al., 2009). In comparison to the
inter-packet times pattern, the PDU order pattern does not encode hidden
information in the IAT values but in the pure order of PDUs, i.e. it does not
matter how large the IAT values between PDUs are.

8.5.2 Countermeasure Variation

The development of countermeasures for criminal uses of covert channels
and steganography has recently attracted increasing attention, cf. (Cabaj et
al., 2018a). Therefore, we consider a scenario where traffic recordings of
criminal cases must be analyzed some time after they were recorded. This
means that we do not focus on a real-time detection scenario, i.e. computing
performance of our approach is not a strong requirement. However, it can
potentially be applied in low-volume networks, too, for real-time detection.

Our detection approach is designed to work for intermediate nodes (IM)
located between covert sender (CS) and covert receiver (CR) that conduct
traffic recordings. It can be a gateway or router. However, as an adminis-
trative system process, our detection approach could also be integrated into
CS or CR as long as the network covert channel process and its user are sep-
arated from the detection process. This could be realized, e.g. in the form of
a malware. However, in this case, the detection process needs direct access
to the network interface, e.g. as a kernel-level routine. As it is beneficial to
recognize all packets of a flow, it would even be optimal to locate the de-
tection process on CS or CR since there might be multiple IMs for multiple
routing paths, so one IM might not see all traffic exchanged between CS and
CR.
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We perform a countermeasure variation as follows. First, we modify the
compressibility score of Cabuk et al. in a way that we provide it with a
different input as for the algorithm. Second, we modify the generation pro-
cess of the string S. Third, we determine optimal thresholds to differen-
tiate between legitimate and covert channel traffic. The other steps of the
compressibility score (compression and calculation of κ) remain as in the
original approach.

Algorithm Input and String Coding

In the original approach by Cabuk et al., only one algorithm is shown to
encode IAT values into strings. Instead, we encode sequence numbers and,
moreover, experimented with four different approaches to encode these se-
quence numbers. Another difference to the original approach by Cabuk
et al. is that IAT values cannot overrun but sequence numbers can indeed
overrun. For this reason, we implemented a filter. We also defined new
detection thresholds for κ.

The details of our approach are described in the following. Figure 8.10 vi-
sualizes our approach.
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FIGURE 8.10: Our proposed five-step approach to detect PDU order channels
(steps 3 and 4 are exemplified for one type of coding).

In step 1, we record all flows between two or more hosts to be observed
(Figure 8.10-1). For each flow, we consider a window of 200 PDU sequences,
i.e. 201 packets. For instance, such a flow could contain 201 TCP segments
(or alternatively a flow using any other protocol with a header field that
allows to determine the PDU order).8 For all these sequences, we assign

8Please note that the PDU order pattern requires protocols to have a numbering element.
Thus, protocols without such a field are not of relevance for our research.
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each PDU a number between 1 and 200 based on its appearance in the order
of packets in the window. For instance, if four following sequence numbers
were 100, 120, 160, 140, for the packets 35 to 38, then we would record the
order 35, 36, 38, 37 (see Figure 8.10-2).

In the following, diff represents the relative difference between the cur-
rent and the last PDU number. For the mentioned example, the values for
diff would be +1, +2, and -1. |x| indicates the absolute value of the vari-
able x. Moreover, a || b is the string concatenation of the strings a and
b. We use a || (y ? ’t’ : ’f’) to test whether the condition y is
true. If it is true, the string ’t’ will be concatenated to the string a, other-
wise the string ’f’ will be concatenated to a. The function str(x) returns
the value of x in the form of a string.

We tested the following four different codings. Please note that only one
string element is shown each, i.e., 200 of these values would be concate-
nated to create S.

1. str(diff): concatenate the diff values of succeeding packets (ex-
emplified in Figure 8.10).

2. str(|diff|): concatenate the absolute diff values of succeeding
packets.

3. str(diff) || ( |diff| % 2 ? ’A’ : ’B’ ): for all succeed-
ing packets, concatenate diff with an ‘A’ if the absolute value of
diff mod 2 equals 1, otherwise with ‘B’.

4. str(|diff|) || ( |diff| % 2 ? ’A’ : ’B’ ): for all suc-
ceeding packets, concatenate the absolute value of diff with an ’A’
if the absolute value of diff mod 2 equals 1, otherwise with ’B’.

Figure 8.10-3 and 4 exemplify coding type 1, i.e. a simple concatenation of
the diff values. However, in result, coding type 4 performed best using
our training data-set. Using coding 4, a perfect transmission without re-
transmissions and with no out-of-order packets would look like “1A1A. . .
1A1A” with ∣S∣ = 400, resulting in ∣C ∣ = 27 and thus κ = 14.81481 (two char-
acters per difference). Indeed, we observed that several legitimate flows
(approx. 28%) had exactly this κ value and the related string generate from
200 sequence numbers each.

Sometimes, sequence numbers overrun. For instance, if a sequence number
field has eight bits, the sequence number following 255 would be 0. These
overruns are rare, but we filtered them by checking whether the difference
in the current PDU number is larger than 5 times the previous PDU num-
ber difference (olddiff) using the expression olddiff > diff*5. This
filter slightly improved detection results additionally. Moreover, this filter
can handle typical sequence number fields. We tested the algorithm with
TCP (32 bit sequence numbers) and the CCEAP covert channel9 tool (8 bit
sequence numbers).

Finally, we compressed the concatenated string S using C = I(S) and then
calculated κ = ∣C ∣/∣S∣ as done in the original approach by Cabuk et al. (Fig-
ure 8.10-5 to 8.10-6).

9https://github.com/cdpxe/CCEAP/
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Initial Parameterization

For each a flow, in order to decide whether a covert channel or a legitimate
data flow is present, a threshold for the value κ must be defined. There-
fore, we extracted 454 flows with at least 201 sequence numbers from the
NZIX data set10 and calculated their compressibility scores. Please note
that the NZIX data are coming from a real Internet environment and con-
tain PDUs which are reordered due to legitimate reasons. We compared
the NZIX scores with the compressibility scores of three different covert
channel types, modifying the order of 2 to 4 PDUs, both randomly to rep-
resent the transmission of encrypted content. As shown in Figure 8.11, all
types of covert channels resulted in comparably κ values: channels with 2
PDUs had a mean of 3.983 while those with 3 PDUs had a mean of 2.621
and those with 4 PDUs had a mean of 2.259. The NZIX training data re-
sulted in a mean κ value of 10.674. However, as visible in Figure 8.11, there
is a clear overlapping of compressibility results between especially NZIX
training data and covert channels using 2 PDUs. For this reason, we de-
cided to parametrize our detection approach with thresholds in the range
of κ = ⟨2; 14⟩11, while the range ⟨2.5; 5.5⟩ was studied in detail since only
few covert channel compressibility scores were above 5.5.
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κ

FIGURE 8.11: Analysis of NZIX training data in comparison to covert channels
using sequences of 2 and 4 PDUs (horizontal lines at κ = 2 and κ = 5).

10ftp://wits.cs.waikato.ac.nz/pma/long/nzix/2/
11The maximum achievable compression using Gzip was slightly above 14.8, thus ren-

dering higher values insignificant. For compression, we write the string S into a file and
run gzip -9 -no-name <filename> to calculate C.
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Encoding using Number of Overall Overall
how many CC and legiti- CC seq. legitimate seq.
PDU pairs mate flows numbers numbers

2 PDUs 720 each 144,000 144,000
3 PDUs 720 each 144,000 144,000
4 PDUs 720 each 144,000 144,000

TABLE 8.8: PDU order traffic used to evaluate our approach

8.5.3 Evaluation: Compressibility

We used the aforementioned tool CCEAP to create PDU order covert chan-
nels.12 Therefore, we extended the tool so that randomized sequence num-
bers that represent encrypted content could be created.

We generated flows containing pairs of 2, 3 and 4 PDUs each and recorded
the generated traffic. Each flow configuration was repeated 20 times and
with different inter-arrival times between 10ms and 500ms. Overall, we
created 2,160 covert channel flows (720 for every 2, 3 and 4 PDU channel).
We extracted the sequence numbers as described in Section 8.5.2 and calcu-
lated the compressibility scores for all these flows.

Afterwards, we extracted flows with at least 200 sequence numbers from
NZIX traffic recordings with approx. 8,500,000 packets, resulting in 1,100
flows, of which the first 720 were considered. Next, we compared the de-
tectability of every CCEAP configuration with the NZIX recordings. Each
time, the same number of legitimate and covert channel flows were used
to calculate the detectability, i.e., we applied a scenario where 50% of the
flows were used for the covert communication and 50% of the flows repre-
sent legitimate communication (Table 8.8). Overall, this resulted in 144,000
pairs each of the three covert channel variants. However, we later study a
scenario with 100% legitimate traffic to analyze the FPR (Section 8.5.3).

For all thresholds (2, 2.5, 2.75, 3, 3.25, 3.5, 3.75, 3.9, 4, 4.025, 4.05, 4.075,
4.1, 4.15, 4.2, 4.25, 4.3, 4.4, 4.5, 4.6, 4.7, 4.8, 4.9, 5, 5.5, 6, 7, 8, 9, 10, 11,
and 12) we measure the detectability for PDU order channels utilizing 2, 3
and 4 PDUs. The measurement of the detectability is based on the metrics
precision, recall, accuracy and F-score and all these measures are visualized
in the following figures.

Experimental Results

Using the aforementioned parameter set, we achieved a high detectability
of all three covert channels. Figure 8.12 shows the ROC curve for these

12 We extracted the CCEAP application layer sequence number for this purpose. How-
ever, one could also use raw TCP segments generated by tools such as scapy instead. Due
to the protocol-independent detection design and the above-mentioned filter, the particular
tool and protocol makes no difference in terms of experimental evaluation as long as the
order of the PDUs is determined by a CSPRNG since only the order of segments, not their
actual 32-bit or 8-bit value, is considered.
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channels, where the AUC values of Table 8.9 were achieved. In the follow-
ing, we will discuss the results in detail.
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FIGURE 8.12: ROC curves for the three analyzed covert channels.

Seq. Items AUC

2 0.963698
3 0.997974
4 0.999298

TABLE 8.9: AUC values for the ROC curves of Figure 8.12.

First, we tested all parameters for covert channels using two symbols. The
results are shown in Figure 8.13. Here, the threshold of κ = 4.6 performed
best (also see Table 8.10 for detailed results). However, the achieved accu-
racy of 94.513% and F-score of 94.756% are not satisfying for large volumes
of traffic. The thresholds κ < 4.4 and κ ≥ 4.9 were not leading to acceptable
results (accuracy and F-score below 94%).

As shown in Figure 8.14, the optimal threshold for channels that were uti-
lizing 3 PDUs appears to be better for lower values of κ than in case of
channels utilizing 2 PDUs. For the 3 PDU channels, acceptable values (both,
accuracy and F-score ≥94%) were achieved for κ = 3 to κ = 4.8 with the best
results being achieved for κ = 3 (≥99.23% accuracy and F-score).

For a more sophisticated channel that would utilize 4 symbols, the optimal
threshold of κ = 2.75 was again lower (Figure 8.15 and Table 8.10). Results
for κ ≥ 3 were equal to channels utilizing 3 PDUs as the maximum com-
pressibility scores of both channels were each below the same maximum
value. Acceptable results of ≥94% accuracy and F-score were achieved for
2.5 ≤ κ ≤ 4.8.
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Seq. Items Accuracy F-score

κ = 2.5:
2 49.722% 0%
3 55.833% 21.673%
4 99.027% 99.022%

κ = 2.75:
2 49.513% 0%
3 92.847% 92.375%
4 99.513% 99.516%

κ = 3:
2 49.236% 0%
3 99.236% 99.241%
4 99.236% 99.241%

κ = 3.25:
2 48.958% 0%

3 & 4 98.958% 98.968%

κ = 4.25:
2 90.555% 90.38%

3 & 4 96.18% 96.32%

κ = 4.3:
2 91.805% 91.815%

3 & 4 95.833% 95.999%

κ = 4.4:
2 93.333% 93.494%

3 & 4 95.416% 95.617%

κ = 4.5:
2 94.166% 94.384%

3 & 4 95.138% 95.364%

κ = 4.6:
2 94.513% 94.756%

3 & 4 94.93% 95.174%

C4.5 Classifier:
2 95.9% (+1.39%) 95.9% (+1.14%)
3 99.54% (+0.30%) 99.55% (+0.31%)
4 99.84% (+0.33%) 99.8% (+0.28%)

TABLE 8.10: Detection results, depending on the number of sequence items for
selected thresholds (improvement of C4.5 classifier over best manually selected

threshold).
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FIGURE 8.13: Detection results for 2-PDU channels.

Finally, we investigated how well a mixture of covert channels utilizing 2,
3 or 4 PDUs can be detected. Therefore, we combined the legitimate NZIX
flows with covert channel flows utilizing 2, 3 and 4 PDUs. We used 50%
NZIX flows and 50% covert channel flows, of which 1/3 were using the
same number of PDUs each. Figure 8.16 shows that the optimal threshold
appears to be approximately around κ = 4.5. However, differences between
κ = 4.4 to κ = 4.7 were only marginal (Table 8.11), indicating that the thresh-
old is value is not highly sensitive.

Consideration of Realistic Conditions

Under realistic conditions, we can expect the percentage of covert channel
traffic using the PDU order pattern to unknown to an observer (warden).
Potentially 100% of the flows between two nodes represent covert traffic,
but it could also be 0%. In the previous section, we studied scenarios with
50% covert and 50% legitimate traffic. However, a reasonable scenario that
we can also consider is where the share of covert channel traffic is very low.
If we assume that the amount of covert channel traffic is close 0%, then an
important factor to be considered is the false-positive rate (FPR). If the FPR is
high, the number of false-positives could easily lead to extensive analysis
work in an operational network.

We thus analyzed the FPR of legitimate-only traffic for different thresholds.
Therefore, we analyzed 1,156 NZIX flows with ≥ 200 sequence numbers
extracted from one split PCAP file with approximately 8,750,000 packets.
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FIGURE 8.14: Detection results for 3-PDU channels.

The results are shown in Figure 8.17. The FPR increases to more than 5% for
thresholds κ > 4.5, rendering our approach impractical for these thresholds.
However, for the thresholds 2 to 3.9 the FPR is between 0% and 3.719%.

If the optimal thresholds of κ = 2.75 to κ = 3.0 for channels using 3 or 4
PDUs are selected, the FPR is kept at 0.259% and 1.038%.

However, to detect channels that utilize only 2 PDUs, we optimally apply a
threshold of κ = 4.6. This threshold leads to a FPR of 5.19% and thus would
be impractical to handle in real-world scenarios as discussed in (Steinebach
et al., 2018). The overall optimal threshold for a mixture of covert channel
types (k = 4.5) results in a FPR of 4.93%.

We thus conclude that our detection approach can be only considered prac-
tical under the following conditions:

• The detection of channels utilizing 2 or more PDUs is practical for
very low traffic volumes such as in small enterprises or office net-
works due to the rather high FPR of 4.93%.

• The detection of channels utilizing 3 or more PDUs is practical in real-
world scenarios in combination with a low-threshold due to a FPR
of 0.259% and 1.038%. We expect that channels utilizing ≥ 5 PDUs
are also providing low compressibility scores and should thus be de-
tectable even easier with our approach.
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FIGURE 8.15: Detection results for 4-PDU channels.

In other words, channel types with the largest capacity can be detected the
best while channels with the lowest capacity (utilizing only 2 PDUs) can be
considered difficult to detect with this approach.

Further Optimization Using C4.5 Classifier We trained the J48 classifier,
which is an implementation of the C4.5 decision tree algorithm, using the
tool weka with only one feature, i.e. the compressibility score of flows. We
used only this single feature as no other traffic feature would directly be
influenced by the PDU order pattern, potentially despite the inter-arrival
time of packets. However, even with only one feature, C4.5 can be used for
two purposes:

1. To compare our selected threshold’s performance with one or multi-
ple thresholds automatically selected by C4.5. In this sense, we ap-
plied C4.5 as a means of quality control for our threshold-based de-
tection approach. Our threshold-based approach provided good de-
tection results but if our threshold was selected close to the optimum
value, then its result should be only slightly lower than those of the
C4.5 classifier that uses the same feature.13

13This is rooted in the fact that the classifier cannot only automatically determine a suit-
able threshold but can also divide the selection of legitimate and covert channel flows by
applying several thresholds in a row.
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FIGURE 8.16: Detection results for a mixture of the three previously used covert
channel types.

2. To let C4.5 find suitable thresholds that we can later use for our heuris-
tic instead of our previously selected and discussed thresholds. Ap-
plying these new thresholds will further allow us to calculate the FPR.

First, we studied all three covert channel types separately. With 660 NZIX
and 660 covert channel flows (each, i.e. per number of utilized PDUs) and
a 10-fold cross-validation, we achieved a slightly higher detectability than
using the previous thresholds. C4.5 resulted in slightly different thresholds
for κ and most decision trees had only one decision element. For a chan-
nel with 3 symbols, the C4.5-selected κ-threshold was 2.88659 (previously
3.00), which resulted in a FPR of 0.605% (instead of the previous 1.038%).
For a channel with four PDUs, the threshold for κ was 2.59047 (previously
2.75) and the linked FPR was even below 0.1% (0.086% instead of the pre-
vious 0.259%). This means that both thresholds were close to the original
thresholds but improved the FPR values further.

The results increased even more for covert channels using two symbols
(more than one percent improvement in accuracy and F-score). However,
in comparison to the other two channel types, 2-PDU channels resulted in
a larger decision tree and our results came from an non-pruned tree (over-
fitted) and would decrease to the previous level after pruning.14

14The major threshold selected by C4.5 for the 2-PDU channel was 4.6 (i.e., exactly the one
that we already selected).
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FIGURE 8.17: False-positive rate for our threshold-based detection.

Method Accuracy F-score

Threshold, κ = 4.4 94.72% 94.91%
Threshold, κ = 4.5 94.81% 95.04%
Threshold, κ = 4.6 94.79% 95.04%

C4.5 Classifier 96.72% (+1.91%) 96.7% (+1.66%)

TABLE 8.11: Detection results over all covert channels, depending on the thresh-
old.

Figure 8.18 visualizes the C4.5-based detectability for all 3 covert channel
types depending on the number of utilized PDUs. For exact comparison,
the results are also shown at the end of Table 8.10. Overall, the new thresh-
olds provided an improvement of approx. 0.3% for accuracy and F-score of
channels utilizing 3 or 4 PDUs.

Finally, we compared the overall detectability of the threshold-based ap-
proach with the C4.5 classifier for all three covert channel types. As shown
in Table 8.11, the C4.5 classifier outperformed our simpler threshold-based
detection approach that used κ = 4.5 (improvement of 1.91% in accuracy
and 1.66% in F-score). Again, we applied a non-pruned tree here to deter-
mine a maximum value. We can conclude that there is still slight room for
improvement when it comes to the detection of a mixture of the three covert
channels. However, even the detection results of C4.5 with an over-fitted
tree were comparable to our simpler threshold-based detection approach.
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FIGURE 8.18: F-score and Accuracy for D4.5, depending on the number of utilized
symbols.

8.5.4 Further Remarks

Our detection approach can either be used on traffic recordings or in a real-
time scenario. However, in a real-time detection scenario, our approach re-
quires caching of potentially large flows since it uses a stateful algorithm
(cf. Mazurczyk et al., 2016a, Chapter 8; Handley et al., 2001). This renders
a real-time detection for huge volumes of data difficult: an attacker could
target the detection system by creating a high number of flows that must be
cached by the warden, resulting in resource exhaustion, potentially leading
to a DoS. However, if limits (e.g. on the number of cached flows/unit of
time) are enforced, such attacks could be prevented.

On the other hand, if traffic recordings are provided and if they are not re-
quired to be processed in real-time, our detection approach can be easily
used. This fact renders our approach suitable for forensic analyses, e.g. un-
der the umbrella of the law-enforcement.

However, a key criterion that we observed during our experiments is the
provision of enough RAM if large PCAP files must be processed. Our
implementation (non-optimized shell scripts using basically a command
pipeline with traceconvert, tshark, grep, cut, sed and awk15) was
capable of handling PCAP files of few hundred MByte on an older SUN
Fire X2100 server with 4 GByte of RAM, equipped with an AMD dual core

15Given enough RAM, an easy way of utilizing multiple cores would be to replace grep
with xargs. Our implementation used only one CPU core.
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Opteron 180 CPU (running Ubuntu 18.04 LTS) as long as the traffic record-
ings could be processed entirely in RAM. However, if large traffic record-
ings must be processed, then all flows and all sequence numbers of each
particular flow must be enumerated, which is a computing-intense prob-
lem, consuming several days of computing time on our server.16 Some
NZIX recordings had a compressed size of 2 GByte and we needed to split
these files into smaller pieces to process the files on our system (processing
these files on a virtual machine with 8 GByte RAM was possible without
splitting the files). The performance of our implementation was improved
when we loaded all traffic data into memory (ramdisk) instead of relying on
disk I/O.

In general, our heuristic provides good detection results for some of the
studied channels. However, a classifier using neural networks or similar
concepts and additional features for the classifier could potentially lead to
better results but also to more opaque ones (Daniel E. Geer, 2019), which
can be considered a drawback, especially when explainable, court-proof
evidence must be provided by LEA users. For this reason, we can consider
the application of our simple algorithm useful for LEAs when the follow-
ing aspects are taken into account: channels using 2 PDUs were linked to
a FPR that is not useful for criminal investigations (5.19%). Even the small
FPRs of 0.6% and 0.08% for 3 and 4 PDU channels could provide false evi-
dence for non-criminals due to the chance for false-positives. However, we
can assume that it is rather unlikely that only one PDU order channel flow
would be exchanged over a longer period of several days between CS and
CR. For this reason, larger traffic volumes should result in several ‘posi-
tives’. However, the lower the compressibility score of a ‘positive’ flow, the
more likely a covert channel is present. Thus, for criminal investigations,
we recommend not only to determine the number of ‘positives’ but also
their compressibility values. Moreover, the more positives, the higher the
chance that CS and CR did in fact exchange covert information using PDU
order.

8.6 Scenario 3: Value Modulation Pattern

Next, we analyze a covert channel that uses the Value Modulation pattern.
The Message Queuing Telemetry Transport (MQTT) protocol is a popular IoT
protocol and several organizations are using IoT-devices that operate on
the basis of this protocol. MQTT-capable devices can connect to an MQTT
server and with its help exchange messages. Additionally, for the sake of
automation, MQTT setups contain a smart hub, which orchestrates all these
devices, provides logic and usually a dashboard, through which the user
can control all devices, locally or remotely (e.g., via a mobile phone).

16A more efficient sorting could most likely be achieved if Apache Hadoop (or similar dis-
tributed solutions) would be applied instead. However, performance was not a concern in
our experimental evaluation.
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8.6.1 Fundamentals

MQTT is a lightweight, client-server, publish-subscribe message transport
protocol, suitable for machine-to-machine (M2M)/IoT connectivity. It is de-
signed for resource-constrained devices and low-bandwidth, high-latency
and/or unreliable networks, but it is also suitable for mobile applications.
MQTT has been heavily applied since its appearance in 1999, e.g. in Face-
book Messenger17, Amazon IoT (a part of the Amazon Web Services)18,
OpenStack19, home automation platform Home Assistant20, Microsoft Azure
IoT Hub21, and in the FloodNet project22 for monitoring river levels and en-
vironmental information to provide early warning of flooding, etc.

As already mentioned, MQTT is a publish/subscribe protocol. Basically,
this is a client/server model that allows the client to communicate with
an endpoint. In this protocol two types of clients have been defined. The
clients that send messages are called publishers. Other clients that receive
the messages are called subscribers. These two types of clients never com-
municate directly with each other. In order to exchange messages, they
utilize a central point that plays the role of a server and is called a broker.
The role of the broker is to receive the messages sent by the publishers and
to forward them to the subscribers. Publishers send messages on certain
topics identified by their topic names. Subscribers, on the other hand, use
topic filters to subscribe/unsubscribe to/from specific topics by sending
SUBSCRIBE/UNSUBSCRIBE commands. When a broker receives the mes-
sage, it determines the topic to which it needs to be sent and then transmits
the message to those clients (subscribers) who have subscribed to that par-
ticular topic (Figure 8.19).

FIGURE 8.19: MQTT publish/subscribe model.

The topic of a given message can be considered as message subject. Ba-
sically, the topic name is an arbitrary UTF-8 encoded string. It can be also
hierarchically structured using a forward slash (/) as a topic level separator.

17https://engineering.fb.com/android/building-facebook-messenger/
18https://docs.aws.amazon.com/iot/latest/developerguide/mqtt.html
19https://docs.openstack.org/infra/system-config/firehose.html
20https://www.home-assistant.io/components/mqtt/
21https://docs.microsoft.com/en-us/azure/iot-hub/iot-hub-mqtt-support
22http://envisense.org/floodnet/overview.htm
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According to this rule, the topics have one or more topic levels. Exemplary
three level topic can take form as: myFirm/office1/temperature. No
prior initialization of the topic is required. It is not necessary to create a
topic before publishing or subscribing to it. At least one character is needed
to create a topic. The topic names are case-sensitive and can contain empty
spaces.

Construction of a covert channel: We propose several covert channels for
MQTT in (Velino et al., 2019), but the only channel for which a counter-
measure variation was tested by the author of this thesis so far is described
in the following. The robustness and bandwidth characteristics of the pro-
posed channel can be found in the mentioned paper and are omitted here
as they of limited relevance for the countermeasure variation.

The covert channel works as follows. All of the participants subscribe to
previously agreed topics (Figure 8.20, step 1), which are enumerated and
linked to secret bits. Then, if the covert sender wants to transmit a secret
message, he publishes updates only to the topics that are mapped to bits
which must be set to 1 in a certain message. For example, to transfer the 4-
bit message 1011, the covert sender will publish status updates to the topics
T1, T3 and T4 (Figure 8.20, step 2), and all subscribers, together with the ap-
propriate covert receivers, will receive these updates (Figure 8.20, step 3).
From the presence/absence of the particular update on the agreed topic and
previously agreed topic ordering scheme, covert receivers are then able to
extract the hidden message. Our channel operates in 1-second intervals.
This means that within one second, the appearance of the particular topics
in publishing messages encodes that the related bits are set to “1”, other-
wise they are considered as “0”. For example, if during the first interval,
the topics T3, T4 but not T1 and T2, would appear, then the first four hid-
den bits would be “0011”. If, during the next interval, the topics T2 and
T3 would appear, the next four hidden bits would be “0110”. Thus, two
seconds form one ASCII byte (in this example case, it would be the byte
“00110110”, i.e., “6” in ASCII).

FIGURE 8.20: Indirect Covert Channel using Topic Ordering and Updates Pres-
ence/Absence.
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Encoding of Number of legi- Avg. number of Avg. number of Sum MQTT
secret data timate and CC’s publish legitimate publish publish

CC flows messages/flow messages/flow messages

ASCII, 4 topics 100 each 2,180 2,377 455,700
AES, 4 topics 100 each 2,452 2,385 483,700
AES, 3 topics 100 each 1,940 1,880 382,000
AES, 2 topics 100 each 1,291 1,197 248,800

TABLE 8.12: MQTT traffic used to evaluate our approach

8.6.2 Countermeasure Variation

For the previously introduced covert channel, the hidden information is
encoded in MQTT topics. For this reason, the appearance of topics in legit-
imate traffic must be distinguished from the appearance of topics in covert
channel traffic. Again, we will try to apply the compressibility approach
as described in the previous sections. Therefore, we generated 100 covert
channel flows and compared its appearance of topics with 100 legitimate
flows (Table 8.12).

First, we recorded all topics in the order of their appearance in a string
S. For instance, if a flow would contain “Publish Message [T1]", followed
by “Publish Message [T3]", “Publish Message [T4]" and “Publish Message
[T1]", then our resulting string S would be “1341". Next, we compressed the
string using a compressor I, i.e., C = I(S) and compared its original length
to the compressed length, i.e., S/C, resulting in a compressibility score κ.

Like for the previous covert channels, the compressibility score could not be
applied directly to this new covert channel as we took topic order (instead
of inter-arrival times) as an input, generated a different string and needed to
find other window sizes and thresholds for κ. We determined the optimal
string length for S by testing a set of parameters between 500 and 2,000
topics. In result, over all the scenarios that we test in the remainder of
this section, the string length of 1,100 was a good choice. Finally, we tried
to define an optimal combination of string size and κ-threshold to classify
between legitimate and covert channel traffic.

8.6.3 Evaluation

When our channel encodes secret data in trivial ASCII traffic format using
4 topics (i.e., the presence of 4 topics represents 4 bits of the ASCII charac-
ters), the detection was providing excellent results (100% F-score). While
such a channel might be the most suitable and most easy to implement
by an attacker, one could also imagine that an attacker could encrypt the
traffic in advance using AES. In the case of AES-encrypted traffic that is
also encoded in 4 topics, the detectability decreases clearly (66.9% F-score).
For comparison, the ROC curves of both variants of the covert channel are
shown in Figure 8.21. The ASCII-encoded channel’s AUC was 0.995 while
the AES-encrypted channel’s was 0.5996. Note, that we generated 100 legit-
imate and 100 covert flows for every scenario, each flow containing at least
1,100 topics.
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FIGURE 8.21: Detectability of MQTT-based covert channel (using 4 topics) with
ASCII vs. AES-encrpted content.

Next, we wanted to examine whether an attacker could render the covert
channel harder to detect if a different number of topics is used together
with the AES-encrypted content. For this reason, we generated 100 legit-
imate and 100 covert channel-based flows for scenarios where 2, 3 and 4
topics are utilized. It turned out that in this case the detectability slightly
decreases when fewer topics are used. The maximum F-score for 2 top-
ics was 66.666% while it was 66.889% for 3 topics, and 66.89% for 4 topics.
The differences are also visible in the ROC curves (Figure 8.22). Overall,
the channel using only 2 topics could not be detected better than guess-
ing; the accuracy was 50.5%, the precision 0.513% and the AUC was 0.4933.
For the channel with 3 topics, accuracy increased to 54.5% and precision
to 53.78%, which is still hardly detectable, while resulting in an AUC of
0.5472. Depending on the used κ threshold, the channel with 4 topics could
be detected either with 52.5% accuracy (but 85.71% precision) or with 59.5%
accuracy (61.73% precision).

Afterwards we analyzed the optimal detection thresholds for κ (Figure 8.23)
under consideration of maximizing the F-score. The optimal thresholds
were similar in case of the AES-encoded channels. For 2 topics, the best
performing values were between κ = 3.0 and κ = 6.5 (all providing the
same F-score of 66.66%). For 3 topics, the best performing values were be-
tween κ = 3.0 and κ = 5.15 (optimal: κ = 4.95 and κ = 5.0) and for 4 topics,
best values were between κ = 3.0 and κ = 4.4 (optimal: 4.3). Overall, the
threshold κ = 4.3 provided the best average F-scores to detect all three AES
channels (all F-scores between 66.666% and 66.89%). However, the ASCII
channels’ best detectability was given for thresholds between 4.8 and 5.25
(all close to or exactly 100% F-score), while κ = 4.3 would only provide an
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FIGURE 8.22: Detectability of the MQTT-based covert channel that uses AES-
encryption in combination with 2, 3 and 4 topics.

F-score of 66.89%.23

Finally, when realistic conditions are expected, then only a fraction of the
flows might contain a covert channel. For this reason, thresholds should be
selected in a way that would keep the false-positive-rate (FPR) at a mini-
mum. As shown in Figure 8.24, the FPR for the ASCII and the AES chan-
nel with 4 topics drops close to zero at κ = 4.75, rendering this threshold
suitable for realistic conditions where the number of false-alarms must be
minimized. The F-score for the ASCII channel with 4 topics and κ = 4.75 is
99.5% while the FPR is 1%, the F-score even increases to 100% with an FPR
of 0% for κ = 4.8.

However, for the AES channel with 4 topics, the F-score for the same thresh-
old of 4.75 is only 12.84%. There is no threshold available to detect the AES
4-topic channel with an F-score of at least 50% while maintaining FPR be-
low 30%, rendering this channel not detectable under conditions where the
fraction of covert channel traffic is low. The same applies to the AES chan-
nel with 3 and 2 topics (but with worse results). We can thus conclude that
only the ASCII channel can be detected under condition where the fraction
of covert channel traffic is either high or low while the AES-based channels
are not detectable under realistic conditions.

We expect malware authors to implement simple versions of a covert chan-
nel first (as can be seen in the cases of currently known stegomalware that

23The κ values of legitimate and AES-encoded covert channel traffic overlap clearly. Thus,
we decided to apply an interval (similarly like done for scenario 1 of this chapter) instead
of only one threshold for κ. However, these attempts did not improve detection results.
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FIGURE 8.23: Optimization problem for determination of the optimal threshold –
4.3 performs best, overall, but higher thresholds benefit specific other channels.

apply usually trivial methods) but it would be enough to encrypt the hid-
den content to render this covert channel undetectable when solely the
compressibility of topic appearances is analyzed. Thus, we conclude that
this countermeasure variation solely works for the ASCII version of the
channel.

The value modulation pattern is a rather heterogeneous pattern, rendering
the options to realize a covert channel manifold. Thus, we cannot conclude
that the compressibility score performs better or worse for other covert
channel techniques that represent a value modulation. This is especially
the case since the MQTT protocol’s behavior is rather specific to publish-
subscriber protocols.

8.7 Additional Countermeasure Variations

In addition to the previously shown scenarios, we also performed a coun-
termeasure variation for the Artificial Re-transmission pattern using the ε-
similarity and the compressibility score (Zillien and Wendzel, 2018). In par-
ticular, the ε-similarity was leading to an accuracy of 97.59%, a precision of
99.35%, and a recall of 96.25% (also sophisticated channels were detectable).
The compressibility score resulted in a less promising accuracy of 78.9%, a
precision of 83.95%, and a recall of 85%.

Additionally, we used the so-called regularity metric (a simple metric based
on standard deviation) to detect the first scenario’s Size Modulation pattern
(Wendzel et al., 2019). High-quality results were especially achieved for
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FIGURE 8.24: False-positive-rate of the MQTT-based covert channel, depending
on encoding and number of utilized topics.

two-symbol channels with 50 and 60 bytes (99.2% accuracy and 93.4% pre-
cision) as well as for channels with a difference of only 1 byte in their size,
even if they contained more than two symbols. For other packet size differ-
ences, accuracy and precision were both around 80%.

8.8 Discussion and Conclusion

We have shown that countermeasure variation for network covert channels
is feasible. Therefore, it is necessary to transform a detection method, i.e., to
adapt it so that it works with another hiding pattern. We exemplified the
feasibility of countermeasure variation by transforming the compressibility
score and the ε-similarity that were originally introduced to detect covert
timing channels so that they can be applied to covert channels of the Size
Modulation, PDU Order and Value Modulation patterns.

Size Modulation: After applying countermeasure variation to the compress-
ibility metric, we were able to detect two-symbol covert channels utiliz-
ing a 1-byte packet size difference with 97.17% accuracy and 95.82% F-
score, given that suitable detection intervals were selected. The detectabil-
ity slightly decreased down to 93.59% accuracy and 91.21% F-score for larger
packet size differences. For a mixture of different two-symbol covert chan-
nels, we could achieve an accuracy of 91.40% and an F-score of 92.07%.
Covert channels with either 3, 4, or 8 different symbols were well-detectable
with different (non-overlapping) thresholds. These thresholds were not
able to effectively detect a mixture of these channels. However, when a
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wider threshold was applied, a balanced mixture of covert channels with
3, 4, and 8 symbols became detectable with an accuracy of 92.83% and an
F-score of 93.28%.
The countermeasure variation of the ε-similarity provided high-quality re-
sults for two-symbol covert channels under narrow limits (0.34%/0.35% of
all values below ε = 0.1 with an accuracy of 97.8%, a precision of 95.8%,
and a recall of 100%). Out of these limits, no detection was possible. The
approach did not provide useful results when the channels had more than
two symbols.

PDU Order: Our results have shown that the detectability of PDU order
channels depends on the number of utilized PDUs and different thresh-
olds should be applied for these channels. Covert channels utilizing 3 or 4
PDUs were detectable with more than 99.5% accuracy and F-score. The low
false-positive rates of <1% and <0.1%, respectively, for these channels ren-
ders our approach even useful for scenarios with high volumes of traffic.
This is important for a real-world application since these two channels can
transfer the more information per packet than a channel using only 2 PDUs.
Such channels with 2 PDUs were detectable with an accuracy and F-score
of 94.51% while their optimal threshold was linked to a false-positive rate
of approx. 5.1%, rendering our approach not suitable for big-data scenarios
(except for targeted scenarios with a low traffic volume or when a lower
true-positive rate would be acceptable).

Value Modulation: We were able to detect a simple ASCII-encoded version
of an MQTT-based covert channel that performs a value modulation when
we applied the compressibility score. However, the results were unaccept-
able (less than 67% F-score) in case of AES-encoded values, which basically
represent the scenario used for the two previous patterns. The value mod-
ulation pattern is a rather heterogeneous pattern, rendering the options to
realize a covert channel manifold. Thus, we cannot conclude that the com-
pressibility score performs better or worse for other covert channel tech-
niques that represent a value modulation.

In future work, we plan to conduct additional tests under different net-
work conditions and with new metrics, such as the regularity metric that
we already applied in follow-up work (Wendzel et al., 2019). As shown in
(Zillien and Wendzel, 2018), countermeasure variation also works for addi-
tional patterns. This motivates the analysis of further patterns (e.g., Ran-
dom Value pattern or Add Redundancy pattern) in follow-up publications.
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Chapter 9

Extensions of the Original
Pattern Taxonomy

Abstract In this chapter, we analyze the current state of hiding patterns
and we further improve their taxonomy. In order to more thoroughly char-
acterize and understand data hiding methods applied to communication
networks we propose to distinguish between sender-side and receiver-side
patterns. Additionally, we show how hiding patterns can be utilized to con-
veniently describe the realization of the distributed network covert chan-
nels.

Originally published: Mazurczyk, Wendzel, Zander, Houmansadr, and
Szczypiorski (2016a, Chapter 3); Mazurczyk, Wendzel, and Cabaj (2018)
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9.1 Introduction

In this chapter, we analyze the key aspects of hiding patterns and the cur-
rent state of the taxonomy in the domain. However, the main contributions
of this chapter are that we show how this concept can be further extended
by modifying the pattern-analysis process and extending the current taxon-
omy with new patterns. By taking into account more details on the hiding
method’s inner workings we hope that the resulting pattern categorization
will contribute to a better understanding of the nature of network covert
channels. Moreover, we also introduce and describe a pattern-based classi-
fication of distributed network covert channels.

The rest of this chapter is structured as follows. Section 9.2 introduces fun-
damentals and related work on hiding patterns. We discuss limitations of
the current patterns approach in Section 9.3. Section 9.4 introduces our im-
proved taxonomy, a process for pattern-analysis as well as new patterns
dedicated to the payload field and our pattern-based categorization of dis-
tributed network covert channels. Finally, Section 9.5 concludes our work
and provides an outlook on future research directions.

9.2 Fundamentals

To aid the understanding of information hiding methods, an analysis of the
existing network covert channels and corresponding protocols should be
performed. Hiding patterns provide an abstract and hierarchical view on
these methods and their utilization in combination with network protocols.

As a starting point, we utilize the patterns presented in Chapter 4. In
(Wendzel et al., 2015) and (Wendzel et al., 2016), we evaluated more than
130 existing network covert channel techniques from past decades and ex-
tracted abstract patterns from these techniques. We were able to represent
all techniques by (only) 11 patterns, which were arranged in a hierarchical
catalog described using Pattern Language Markup Language (PLML). While
later work in (Mazurczyk et al., 2016a) modified and extended our patterns,
the core part of the hierarchy and several patterns remained (colored in
white and light-gray in Figure 9.1). Later modifications and extensions by
(Mazurczyk et al., 2016a) are colored in darker gray in Figure 9.1. The latest
description of all patterns shown in this figure is presented briefly in Table
9.1.

As it can be seen in Table 9.1, a hiding pattern’s description is written in an
abstract manner so that one pattern can be used to describe multiple hiding
techniques at the same time. For instance, “modulate the least significant
bits of a protocol field” is a very brief description of many published hiding
methods which utilize the least significant bits of fields in arbitrary network
protocols.

The above-mentioned classification is carrier-oriented and a “carrier” is
defined as one or more overt traffic flows that pass between the covert
sender and the covert receiver, consisting of protocol data units (PDUs, e.g.
frames or packets). Typically, the carrier can be multi-dimensional, i.e. it
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Pattern Name Pattern Description

Rate/
Throughput

The covert channel sender alters the data rate of traf-
fic from itself or a third party to the covert channel
receiver.

Inter-packet
Times

The covert channel alters timing intervals between
network PDUs (interarrival times) to encode hidden
data.

Message Tim-
ing

Hidden data is encoded in the timing of message
sequences, e.g. acknowledging every n’th received
packet or sending commands m times.

Artificial Loss The covert channel signals hidden information via ar-
tificial loss of transmitted messages (PDUs).

Frame Colli-
sions

The sender causes artificial frame collisions to signal
hidden information.

Temperature The sender influences a third-party node’s CPU tem-
perature, e.g. using burst traffic. This influences the
node’s clock skew. The clock skew can then be inter-
preted by the covert receiver by interacting with the
node.

Retransmission A covert channel retransmits previously sent or re-
ceived PDUs.

Message
Ordering

The covert channel encodes data using a synthetic
PDU order for a given number of PDUs flowing be-
tween covert sender and receiver.

Size Modula-
tion

The covert channel uses the size of a header element
or a PDU to encode a hidden message.

Sequence
Modulation

The covert channel alters the sequence of header/PDU
elements to encode hidden information. This pattern
divides further into: P2.a. Position and P2.b. Number
of Elements patterns.

Add Redun-
dancy

The covert channel creates new space within a given
header element or within a PDU in which to hide data.

Random Value The covert channel embeds hidden data in a header
element containing a (pseudo-)random value.

Value Modu-
lation

The covert channel selects one of the n values that a
header element can contain to encode a hidden mes-
sage. This pattern divides further into: P6.a. Case Pat-
tern and P6.b. Least Significant Bit (LSB) patterns.

Reserved/
Unused

The covert channel encodes hidden data into a re-
served or unused header/PDU element.

TABLE 9.1: Information hiding patterns as introduced in (Wendzel et al., 2015)
and updated in (Mazurczyk et al., 2016a).
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offers many opportunities “places” or “events” for hiding data (called sub-
carriers). As in other network covert channel categorizations the two main
groups of methods are (Figure 9.1):

• storage methods: a class of network steganography methods that mod-
ify the “places” (sub-carriers) in a carrier to create a storage covert
channel. These techniques hide information by modifying e.g. proto-
col fields, such as unused bits of a header.

• timing methods: a class of network steganography methods that mod-
ify the timing of “events” of a carrier to create a covert channel. These
techniques hide information, e.g. in the timing of protocol messages
or packets.

Some important changes have been introduced in (Mazurczyk et al., 2016a)
when compared with original categorization from Chapter 4. These in-
clude:

• defining 14 patterns (8 timing patterns and 6 storage patterns), com-
pared to 11 patterns (4 timing and 7 storage) proposed originally.
Note that the increased number of hiding patterns is mainly caused
due to adding new layer of classification in (Mazurczyk et al., 2016a)
for timing patterns which have been divided into “protocol agnostic”
or “protocol aware” groups.

• the pattern ’PDU Corruption/Loss Pattern’ has been removed from
the storage patterns and instead the ’Artificial Loss’ pattern which full
name is ’Artificial Message/Packet Loss’ and the ’Frame Collision’
pattern have been added to the list of timing patterns.

• A few patterns have been slightly modified/renamed.

Chapter 4 introduced also several other concepts which explain suitably
some network covert channels’ phenomena, i.e. pattern variation, pattern
combination, and pattern hopping. These concepts will be extended in this
chapter and are briefly explained below:

First, pattern variation is a transformation-like approach for covert channels.
The utilized network protocol is defined as the pattern’s context. Therefore,
a pattern’s application can change from one network protocol to another –
without redesigning the most important aspects and inner workings of the
hiding technique itself. Next, pattern combination allows the use of mul-
tiple patterns at the same time (within the same carrier, e.g. by modifying
many sub-carriers at once). This is typically performed to increase available
steganographic bandwidth – thus in short it is a parallel utilization of multi-
ple network covert channels simultaneously. Finally, pattern hopping varies
the use of patterns over time – usually it is applied in order to increase
stealthiness. This can be briefly summarized as a sequential utilization of
various network covert channels in time using different (sub-)carriers.

It must be also noted that in the reminder of this chapter we will rely on the
unified description for network information hiding methods introduced in
Chapter 6. This chapter has been the first attempt to standardize the de-
scription of network covert channels which is suitable, e.g. to assess their
novelty and impact of the method on the state-of-the-art. In Chapter 6,
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- Hiding Pattern [mandatory]

- Application Scenario [mandatory]

- Required Properties of the Carrier [mandatory]

- Sender-side Process [mandatory]

- Receiver-side Process [mandatory]

- Covert Channel Properties [mandatory]

- Covert Channel Control Protocol [optional]

Unified Description Method

Hiding Method General Information [mandatory]

Hiding Method Process [mandatory]

Potential or Tested Countermeasures [mandatory]

FIGURE 9.2: The unified description structure for data hiding methods as intro-
duced in (Wendzel et al., 2016).

the proposed description of data hiding methods was split into three cat-
egories: (i) general information about the hiding method; (ii) description
of the hiding process, and (iii) potential or tested countermeasures. The
first two categories comprise sub-categories and each (sub-)category can be
mandatory or optional (Figure 9.2).

The category “hiding method general information” consists of a link to ex-
isting network hiding patterns. It also includes a discussion of the appli-
cation scenario and requirements of the carrier. From the perspective of
this chapter the most important category, i.e. “hiding method process”, is
split into four parts: the sender-side and the receiver-side description of
the hiding method, the details of the covert communication channel, and
the description of an associated covert channel control protocol (if applica-
ble). The third category discusses both, potential and evaluated counter-
measures, including those that detect, limit or prevent the particular hiding
method’s use. In the following we will reference to the fragments of this
unified description when it comes to the pattern categorization.

9.3 Analysis of the Existing Taxonomy

Our analysis has shown that the current information hiding patterns ap-
proach can be further extended to include the following aspects:

• Incorporate More Details on Data Hiding Methods: The key criterion of
the current pattern taxonomy for deciding which pattern an analyzed
method represents is to determine how the secret data is encoded.
Thus, due to this it is omitting some details on how the data hiding
method works (from the sender-side and receiver-side process – this
will be shown further in the next sections). This “flattens” the descrip-
tion of the inner workings of the data hiding methods and thus may
prevent that all details of a hiding method are considered. A more
thorough patterns grouping is desired to more accurately categorize
existing network steganography methods.
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• Support Hybrid Patterns: For some cases it is difficult to assess whether
the analyzed method is storage, timing or hybrid – a clearer distinc-
tion and unambiguous formula to deduce this is desirable.

• Multi-Packet and -Flow Characteristics Support: The current categoriza-
tion makes no clear distinction between hiding methods that are fo-
cusing on a single packet or multiple packets. Also, there is no clear
distinction between single- and multi-flow methods. For example,
consider a covert channel that modulates IPv4 ToS values in such a
way that the sequence of ToS values from the consecutive packets is
interpreted as a single secret data bit – currently such a method does
not match any hidden data pattern. Moreover, some hiding methods
such as (Luo et al., 2007) utilize multiple flows. It is thus beneficial to
make the original pattern descriptions more generic, i.e. less depen-
dent on specific units such as PDUs or packets.

• Coverage of Sophisticated Hiding Methods: It is not exactly clear whether
more advanced network steganography concepts like inter-protocol
steganography (Jankowski et al., 2013), protocol switching covert chan-
nels (Wendzel and Zander, 2012), multi-level steganography (Fraczek
et al., 2012a), adaptive covert communication (Yarochkin et al., 2008),
etc. can be accurately expressed using current pattern categoriza-
tion. Pattern combination, pattern hopping and pattern variation are
means to represent them, but not to the full extent.

• Influence on Payload: In the original design decision of the pattern-
based approach, arbitrary content, e.g. digital files, were considered
as part of digital media steganography instead of network informa-
tion hiding. However, in some cases, such as in VoIP steganography,
where there are data hiding methods that affect the payload field, it
can be helpful to have a taxonomy that covers also the transmitted
payload. In principle the patterns should be analogous as they too
adhere to the storage group.

• Distinction Between Secret Data Embedding and Transfer: It is also worth
to emphasize that from the pattern-based countermeasures perspec-
tive it is more important to know which pattern represents the covert
technique within the communication channel. It must be noted that
in particular the information hiding patterns used at the sender-side
process to embed secret data may not exactly represent themselves in
the same while traversing within the hidden data carrier through the
communication network.

• Embrace PDU Corruption Pattern: As mentioned, in (Wendzel et al.,
2015) 11 (4 timing and 7 storage) patterns have been defined while
in (Mazurczyk et al., 2016a) there are 14 (8 timing and 6 storage)
patterns. However, the pattern ’PDU Corruption/Loss’ has been re-
moved from the storage patterns group by (Mazurczyk et al., 2016a).
In fact, it is our belief that it is beneficial that the ’Artificial Message/-
Packet Loss’ pattern has been added into timing patterns but still the
’PDU Corruption’ pattern should be considered in storage scenarios.
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Based on the above-mentioned points, we describe how we envision en-
hancements to the current information hiding patterns concept in the next
section.

9.4 Extension & Modification of the Patterns Approach

In this section, we present the proposed modification for the original infor-
mation hiding patterns concept which can help in deriving further insights
into understanding the nature of various types of network covert channel
techniques. More specifically, in Section 9.4.1 we propose how the origi-
nal pattern approach can be extended in order to include the sender-side
and receiver-side processes which influences both pattern creation process
and covert techniques categorization. Next, in Section 9.4.2 we propose
new patterns applicable to the payload field. Finally, in Section 9.4.3 we
discuss the distributed network covert channels and how the information
hiding patterns concept can be used to conveniently describe them.

9.4.1 Process for Pattern-Application Analysis

Considering the arguments from Section 9.3, we propose an approach based
on (Wendzel and Palmer, 2015), which describes how to determine the nov-
elty of a new hiding technique and whether a hiding technique actually rep-
resents a new pattern, or not. Instead, our goal is to gain additional insights
into the inner-workings of the data hiding method, i.e. we do not replace the
original approach.

In the current categorization, authors of a new data hiding technique first
describe their technique, e.g. informally or using (Wendzel et al., 2016).
Then, based on how the secret data is embedded one pattern is selected that
represents the hiding method. Therefore, authors first decide whether the
hiding method is storage or timing, then, whether it is protocol-aware or
agnostic (timing channel) or structure-preserving or structure-modifying
(storage channel). If a hiding method does not fit into the current pattern
representation, it is considered a new pattern which can be added to the tax-
onomy. The related decision-making process can be found in (Wendzel and
Palmer, 2015).

We propose a similar but modified version of this approach. However, as
mentioned, our approach targets a different goal, namely to derive more
insights related to the information hiding method itself. It must be noted
that we do not focus only on how the secret data for a certain data hiding
method is embedded (which is only a part of the sender-side process) but
instead we want to detail both the complete sender- and receiver-side pro-
cesses and represent them with patterns (and for this purpose, we “borrow”
the already existing patterns.

In our proposed approach, the known hiding patterns of existing publica-
tions and websites, e.g. (Wendzel et al., 2015; Mazurczyk et al., 2016a) or
https://ih-patterns.blogspot.com, which are tagged as storage or timing pat-
terns, are taken into account. Then for the hiding method that needs to
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be described using the network covert channel patterns approach, the cor-
responding patterns for both, sender- and receiver-side processes are se-
lected. Finally, based on the result and depending on what types of pat-
terns have been assigned to the method, the method itself is concluded as a
storage, a timing or a hybrid method – this selection process is explained in
the details below.

The described improved approach which aims to derive more insights from
the data hiding methods using pattern approach allows to repaint the cate-
gorization from Figure 9.1. However it must be noted that in the modified
approach we categorize network covert channel patterns and not data hiding
methods. Thus, we start the derived classification from the network covert
channel patterns which are then divided into timing and storage ones (Fig-
ure 9.3). Afterwards, each of the methods that needs to be evaluated is
assigned with at least one or more patterns to its sender- and receiver-side
processes separately (for each side at least one or alternatively more pat-
terns must be selected).

It must be also noted that using this approach it may be possible to evalu-
ate in greater detail which patterns are most often used jointly only at the
sender-side process (as more than one pattern can be assigned) or only at
the receiver-side process, or finally which patterns typically coexist at the
sender-side and the receiver-side processes. This can be achieved by per-
forming a thorough analysis of network covert channels defined in the lit-
erature (however, due to space limitation it will be not part of this chapter).
In result of such an analysis this can lead to the identification of potential
relationships between defined patterns, i.e. whether for some of them it is
“easier” to coexist with other patterns within the data hiding method (as
in the case of the extended approach the sender and the receiver processes
can be investigated separately or jointly).

But more importantly, it is also possible to investigate whether besides of
joint patterns utilization (at the sender-side, receiver-side or both sides),
other pattern mixes are also possible. For example, consider Method 4 in
the Figure 9.3. It is characterized by the patterns Retransmission and Size
Modulation, which makes it a hybrid method. However, the question arises
whether is would be possible to construct a data hiding method that apart
from these two patterns utilizes e.g. Message (PDU) Ordering pattern and
how this will impact its properties.

In result, new, previously unknown network information hiding methods
or improved versions of existing ones can be designed and developed and
relationships between the existing patterns can be investigated and deter-
mined. It must be noted that using the existing pattern classification it was
possible to assign only a single pattern for a certain hiding method which
corresponds best with the secret data embedding process. However, in the
extended approach (which is different when compared to the original con-
cept) it is possible to:

• assign more patterns to the sender-side process if it is required in
order to express to a full extent how the sender-side of the hiding
method operates,

• include also the receiver-side process and its corresponding patterns.
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Hiding Method Process

Type of the method:

Covert Storage 

Pattern(s)

Covert Storage 

Pattern(s)

Network Storage

Covert Channel

Covert Timing 

Pattern(s)

Covert Timing 

Pattern(s)

Network Timing

Covert Channel

Covert Timing & 

Storage Pattern(s)

Covert Timing and/or 

Storage Pattern(s)

Network Hybrid

Covert Channel

Covert Timing 

Pattern(s)

Covert Storage 

Pattern(s)

Network Hybrid

Covert Channel

Sender-side Process Receiver-side Process

… … …

FIGURE 9.4: Improved process to decide on the network covert channel type
based on the assigned patterns.

Such an approach may not only help to better understand the nature of
the network covert channels and their creation process, but it can also pro-
vide new insights into how to construct more efficient and effective detec-
tion solutions. This can be achieved by designing and developing detection
methods, so they precisely will be looking for the specific artifacts related
to the representation of the certain patterns in the communication channel
(and/or e.g. the presence of their coexistence).

Finally, each method based on the selected patterns for the sender- and for
the receiver-side processes is assigned to one element of the group {stor-
age, timing, hybrid}. This is done as illustrated in Figure 9.4. In principle,
if both the sender- and the receiver-side processes are characterized with
homogenic (only storage or only timing) patterns then the method is con-
cluded as storage or timing. If there is heterogeneity across patterns that the
method uses, i.e. storage and timing methods are mixed within the sender-
and/or the receiver-side processes then it is concluded as a hybrid tech-
nique.

To present how the proposed extended patterns’ classification approach is
functioning for some of the existing network steganography techniques,
we have chosen seven different state-of-the-art network covert channels to
demonstrate how they fit into our categorization (Figure 9.5). For example,
for a simple network covert channel which in order to conceal data utilizes
Type of Service field from the IPv4 header (Handel and Sandford, 1996),
the sender- as well as receiver-side processes use the same pattern, i.e. Re-
served/Unused, thus as both processes are assigned with the storage pattern
then the method is concluded as storage. For the work related to modify-
ing delays between the consecutive packets within the data stream (Berk
et al., 2005) for both sender- and receiver-side processes the pattern Inter-
arrival time is an obvious choice thus this technique is deemed as timing
method. However, when we consider a more complex method like LACK
(Lost Audio Packets Steganography) (Mazurczyk and Lubacz, 2010) then the
situation is a bit different. As LACK operates by using intentionally de-
layed voice packets and replacing the original payload of these packets with
secret data thus at the sender-side process two patterns must be selected –
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FIGURE 9.5: Classification of the exemplary network covert channels based on
the assigned patterns.

one storage (Reserved/Unused) and one timing (PDU Order), whereas when
considering the receiver-side process the chosen pattern is only storage one
(Reserved/Unused) – as at the covert receiver every incoming packet’s pay-
load, regardless of its order, is probed for the existence of the hash which
will indicate presence of secret data. Therefore, the method is concluded to
be hybrid. It is worth emphasizing that if we consider the original pattern
approach (which as mentioned relied only on assigning pattern(s) based on
how/where secret data is embedded) then LACK method would be only
characterized by the storage Reserved/Unused pattern. This proves that the
extended pattern approach proposed in this chapter allows to characterize
the data hiding methods in greater detail by including more information on
inner workings of the information hiding technique.

9.4.2 Introduction of Additional Patterns

As already mentioned, the current pattern-based categorization of (Wendzel
et al., 2015; Mazurczyk et al., 2016a) makes a distinction between patterns
applied to user-data (within the payload field) and protocol specific data
(control information: headers, padding, etc.). In principle, all these pat-
terns adhere to the storage group, i.e. modification of the certain “locations”
of the carrier. However, in the original publications on hiding patterns, this
distinction was made based on the idea of Fisk et al. (Fisk et al., 2003) to sep-
arate structured (machine-readable) content from non-structured (human-
readable) content, such as images. This means that in several cases similar
rules apply to modify these fields (because structured data follows rules,
e.g. protocol headers are built similarly to formal grammar) and to the data
that they store. Obviously the most significant difference lays in the dis-
similarities between the control information carried within protocol head-
ers/padding and user-data transferred within the payload field. Thus, to
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FIGURE 9.6: Classification of the network covert storage channels for the payload
field and the corresponding patterns.

fill this gap and by considering current research efforts in this area, we pro-
pose to extend the current taxonomy as shown in Figure 9.6.

Network covert channels that modify the payload field and its content have
been divided based on whether the characteristic of user-data is taken into
account into: (i) user-data agnostic and (ii) user-data aware. In each of the
two groups two patterns have been identified, which we describe in the
same way as the patterns were originally described in (Wendzel et al., 2015)
using a subset of the Pattern Language Markup Language’s (PLML) attributes:

PS20. Payload Field Size Modulation
Illustration: This pattern uses a size of the payload field of a flow’s PDUs/
messages to encode the hidden message. This pattern is a variant (child)
of the pattern P1. Size Modulation of (Wendzel et al., 2015) which has been
already defined for the modification of the non-payload branch of storage
methods (confirm Figure 9.1).
References: PS1. Size Modulation
Context: Network Covert Channel Patterns → Covert Storage Channel Pat-
terns →Modification of Payload→ User-data Agnostic
Evidence:
1. Modulate the size of the data block field in Ethernet frames (Girling,
1987).
2. Any other method that modulates the size of the payload field in any
network protocol.

PS21. User-data Corruption
Illustration: This pattern is related to the cases when steganographic meth-
ods do not take into account what kind of user-data is carried within a pay-
load field and/or what its characteristic is (blind modification). It can be
applied to single PDUs or to multiple PDUs (a flow). This typically hap-
pens if parts of (or the whole) user-data is replaced with secret bits and
thus the user-data is corrupted/lost. This pattern is similar to the pattern
PDU Corruption defined in the original pattern categorization of (Wendzel
et al., 2015).
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Context: Network Covert Channel Patterns → Covert Storage Channel Pat-
terns→Modification of Payload→ User-data Agnostic
Evidence:
1. Replace the user-generated data in the payload field with secret data in
intentionally lost voice packets of the IP telephony call (Mazurczyk and
Lubacz, 2010).
2. Replace the user-generated data in the payload field with secret data in
retransmitted TCP segments (Mazurczyk et al., 2011).
3. Replace the user-generated data in the payload field with secret data in
intentionally corrupted IEEE 802.11 frames (Szczypiorski, 2012).

PS30. Modify Redundancy
Illustration: This pattern is used when it is possible to exploit the redun-
dancy of the user-data by means of transforming them in such a way that
a free space for secret data is obtained (e.g. by means of transcoding). This
pattern is a bit similar to the pattern Add Redundancy defined in (Wendzel
et al., 2015) but can also decrease redundancy and is applied to payload in-
stead of meta-data.
Context: Network Covert Channel Patterns → Covert Storage Channel Pat-
terns→Modification of Payload→ User-data Aware
Evidence:
1. Compress existing user-data in order to make a space for secret data
(Mazurczyk et al., 2014).
2. Transform the VAD-enabled IP telephony voice stream into non-VAD one
and fill the gaps using artificially generated RTP packets containing secret
data (Schmidt et al., 2017).
3. Approximate the F0 parameter of the Speex codec which carries infor-
mation about the pitch of the speech signal and use the “saved” space for
secret data (Janicki, 2016).

PS31. User-data Value Modulation and Reserved/Unused
Illustration: Characteristic features of user-data can be utilized to store se-
cret information. This includes applying methods like LSB modification to
speech samples or digital images carried within the payload field. Com-
pared with previous patterns this is a targeted modification. This pattern
is analogous to the combination of the patterns Value Modulation and Re-
served/Unused, but applied to payload.
Context: Network Covert Channel Patterns → Covert Storage Channel Pat-
terns→Modification of Payload→ User-data Aware
Evidence:
1. Encode a stream of information by spreading the encoded data across
as much of the frequency spectrum as feasible (e.g. DSSS) (Bender et al.,
1996b).
2. Embeds secret data into a carrier audio signal by introducing an echo
(a.k.a. echo hiding) (Bender et al., 1996b).
3. Replacing the least significant bit of e.g. each voice sample with secret
data (LSB) (Bender et al., 1996b).
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As it is visible above, the identified patterns have mostly a number of ex-
amples in the state-of-the-art publications (Figure 9.6). Every newly defined
pattern corresponds to the patterns that have been already defined in the
non-payload branch of the original classification.

Finally, the complete picture of the extended information hiding patterns
classification is illustrated in Figure 9.7 and the corresponding descriptions
of all defined patterns which include also potential multi-packet/multi-
flow characteristics of some data hiding methods are enclosed in Table 9.2.

9.4.3 Distributed Covert Channel Realization

In Chapter 4, we defined three concepts which can be used to explain suit-
ably some of the existing network covert channels’ phenomena, i.e. pattern
variation, pattern combination and pattern hopping.

The above-mentioned concepts are especially suitable and important when
trying to depict, explain, and analyze the realization of distributed network
covert channels. We define a distributed covert channel as a network covert
channel that spreads secret data among multiple flows/protocols/hosts or
uses multiple patterns within the same flow or PDU for the hidden data
exchange. In contrast, the typical (undistributed) network covert channel is
a storage or a timing channel that uses PDUs of a single flow/protocol with
only one hiding pattern in order to embed secret data.

In Figure 9.8 we have illustrated that these three pattern concepts practi-
cally exhaust possibilities for distributed network covert channel realiza-
tion. While explaining these concepts we apply the terms of spatial, tem-
poral, and transform domains which are “borrowed” from the digital media
steganography research area (Subhedar and Mankar, 2014) and which helps
to described and define them better.

FIGURE 9.8: Classification of pattern-based distributed covert channels.

The first group i.e. pattern combination is related to the distribution of se-
cret data in a spatial domain. This means that many patterns are utilized in
parallel for the same hidden data carrier e.g. by modifying many of its sub-
carriers or using several carriers at once. This includes the case when the
hybrid data hiding methods are used (cf. Figure 9.1) as well as the case of
simultaneous utilization of multiple network covert channels at once. Con-
sider an example of HTTP traffic (e.g. web browsing) where three separate
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Pattern Name Pattern Description

PT1. Inter-packet
Times

The covert channel alters timing intervals between
network messages of a flow (interarrival times) to encode
hidden data.

PT2. Message
Timing

Data is hidden in the timing of message sequences within
a flow, e.g. acknowledging every n’th received message or
sending commands m times.

PT3. Rate/
Throughput

The covert channel sender alters the data rate of a flow
from itself or a third party to the covert receiver.

PT10. Artificial
Loss

Hidden information is signaled via artificial loss of a
flow’s transmitted messages, e.g. by frame-corruption or
message drop.

PT11. Message
Ordering

The covert channel encodes data using a synthetic message
order in a flow.

PT12. Retrans-
mission

A covert channel retransmits previously sent or received
messages of a flow.

PT13. Frame
Collisions

The sender causes artificial frame collisions to signal
hidden information.

PT14. Tempera-
ture

The sender influences a third party node’s hardware
temperature using traffic of a flow. There must be a
technique for the covert receiver to measure the
temperature (indirectly).

PS1. Size
Modulation

The covert channel uses the size of flow metadata (e.g.
PDU size or size of a header element) to encode hidden
messages.

PS2. Sequence
Modulation

The covert channel alters the sequence of flow metadata to
encode hidden information. (This pattern divides further
into: P2.a. Position and P2.b. Number of Elements
patterns.)

PS3. Add
Redundancy

The covert channel embeds redundant metadata (e.g. by
adding an unused IP option) in which data is hidden into a
flow. Note that in comparison to PS1, the data is hidden in
the redundant data’s presence, not in the size of an PDU or
header element.

PS10. Random
Value

The covert channel embeds hidden data into flow
metadata that contains a (pseudo-)random value.

PS11. Value
Modulation

The covert channel selects one of the n values that a flow’s
metadata element can contain to encode a hidden message.
(This pattern divides further into: P11.a. Case Pattern and
P11.b. Least Significant Bit (LSB) patterns.)

PS12. Reserved/
Unused

The covert channel encodes hidden data into a flow’s
reserved or unused metadata elements.

PS20. Payload
Field Size
Modulation

The size of the payload in a flow is used to encode hidden
information (this is a derivate of PS1 but for the payload
since it involves the modification of a PDU’s payload
length field, i.e. PS1).

PS21. User data
Corruption

The covert channel performs a (blind) insertion of covert
data into a flow’s payload (similar PT10).

PS30. Modify
Redundancy

The covert channel compresses a flow’s payload and the
resulting free space is used to hide data.

PS31. User-data
Value
Modulation and
Re-
served/Unused

The covert channel performs a modification of a flow’s
payload in a way that is not reflected by PS30 and that
does not result in a significantly modified interpretation of
the data, e.g. by modifying least significant bits of digital
images or hiding data in unused/reserved payload bits.

TABLE 9.2: Descriptions of hiding patterns in our extended taxonomy.
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network covert channels are used simultaneously: one is used for the IPv4
protocol, the next for the TCP protocol, and finally the third is applied to
HTTP. Pattern combination applies also to the case when, e.g. three sepa-
rate connections are used for hidden data purposes and in each connection
a separate network hiding pattern is utilized at the same time (e.g. IPv4-
based in the first connection, TCP-based in the second, and HTTP-based in
the last one). Typically such an approach is used in order to increase the
overall steganographic bandwidth.

The second group of distributed covert channels realization is pattern hop-
ping which allows to spread secret data in the temporal domain (time). In
a nutshell it means that different patterns’ utilization varies over time and
thus they are applied sequentially for various (sub-)carriers. Usually, such
an approach helps to improve the stealthiness of the covert data exchange
as in order to detect it more “locations” must be monitored by the warden.
An example of pattern hopping is the tool PHCCT. PHCCT implements
a so-called protocol hopping covert channel that distributes data over differ-
ent network protocols. To this end, PHCCT utilizes more than one pattern,
namely Add Redundancy (embedded in HTTP) and User-data Corruption (em-
bedded in FTP-Data).

Finally, the last group of techniques which allows to realize a distributed
network covert channel is pattern variation. The original idea of pattern vari-
ation is that each of the defined patterns is considered in the certain context,
i.e. the utilized hidden data carrier (e.g. a network protocol). In our case, we
extend this view and define pattern variation in different contexts. In par-
ticular, three contexts can be distinguished: host-based scattering, flow-based
scattering, and protocol-based scattering which will be described in detail with
examples below. In all cases of pattern variation, the same pattern is applied
to different contexts, i.e. its essence does not change.

Host-based scattering requires the covert sender and/or the covert receiver
to control more than one physical host or other networking devices. Parts
of the secret data are hidden in the legitimate traffic sent from or directed
towards different hosts using the same pattern. An example of this kind of
distributed covert channel is the SCTP multi-homing-based method (i.e. the
host’s ability to be visible in the network through more than one IP address)
(Fraczek et al., 2012b). In such a scenario, each IP address of the covert
receiver can be used to represent a single bit of secret data (or a sequence
of bits). Then, by modulating the way that packets are addressed and sent
secret data can be transferred in a distributed manner.

Next, Flow-based scattering takes advantage of the capability to set up mul-
tiple flows between two hosts and using them to signal secret data bits in
a distributed way while utilizing the same pattern. This can be realized,
for example, by dividing secret data into fragments and using a certain in-
formation hiding pattern (or several) to send each fragment using one of
the available flows. An idea of using many flows for a distributed covert
channel is exemplified by the Cloak method (Luo et al., 2007), which is a
timing data hiding technique that encodes secret data bits by uniquely dis-
tributing N packets over M TCP flows. Please note that while in the case of
pattern hopping a utilization of multiple flows is possible as well, flow-based
scattering serves under the umbrella of pattern variation, i.e. it is required
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to apply the same pattern to different flows, and pattern hopping must apply
different patterns.

Finally, Protocol-based scattering applies a pattern to different communica-
tion protocols instead of hosts or flows. In contrast to flow-based scatter-
ing, it does not necessarily utilize flows of the same protocol but changes
the actual protocol (which can generate multiple flows, too). This group
is exemplified by protocol switching covert channels (PSCC), cf. Wendzel and
Zander (2012). These channels assign hidden information to network pro-
tocols. For instance, one could link the HTTP protocol to the hidden value
“0” and the DNS protocol to the hidden value “1”. Then, by sending the
packet sequence HTTP, DNS, DNS, HTTP, one would transfer the secret
information “0110”.

Obviously, there are other possibilities to create distributed network covert
channels by developing mixed solutions so that it involves the parallel use
of, e.g. pattern hopping and pattern variation or any other fusion of the
concepts mentioned above.

9.5 Conclusion

We identified limitations of the existing pattern-based taxonomy, most im-
portantly a lack of payload-based hiding patterns and a limited definition
of distributed covert channels. For this reason, we extended the list of ex-
isting hiding patterns for network covert channels and their related taxon-
omy. We also extended the description of hybrid/distributed hiding meth-
ods and proposed an extension and improvement of the related concepts
(especially pattern variation to handle multi-host, multi-flow and multi-
protocol techniques). We hope this work will help to derive new insights
into existing and new data hiding techniques.

Future work will be devoted to analyzing relationships between patterns
with respect to their joint occurrence in existing methods as well as we will
investigate whether any new data hiding methods can be deuced based on
the less obvious pattern mixes.
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Final Remarks
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Chapter 10

Summary & Future Work

This thesis provided an extended scientific foundation for network infor-
mation hiding. To this end, it contributed multiple novel taxonomies and
improved the terminology of the domain, especially by the introduction of
hiding patterns. Hiding patterns lower the chances for scientific re-inventions
and support the unified understanding of how hiding methods work.

This thesis also proposed an improved review process for hiding techniques
based on patterns. The review process considers the applicability and nov-
elty (creativity) of proposed hiding techniques before deciding about their
acceptance and future status. This altered review process was designed in a
way to render it attractive for its users (reviewers) and it is another attempt
to minimize scientific re-inventions and taxonomical inconsistencies.

Next, we introduced the first approach to unify the descriptions of hiding
methods, rendering them ultimately comparable and therefore aiding the
scientific process, progress, and understanding in the domain.

Moreover, this thesis conducted the first replication study in network stega-
nography by performing original and extended experiments for a well-
known countermeasure that was originally introduced by Cabuk et al., and
that received 130+ citations so far. The results have shown that the extended
results underline the limitations of the original approach in much more de-
tail than originally published by the authors.

Additionally, the concept of countermeasure variation was proposed. Coun-
termeasure variation is the modification of a hiding method so that it can
detect covert channels of other hiding patterns than originally foreseen by
the inventors of the countermeasure. We have experimentally verified that
countermeasure variation can be applied to target different hiding patterns.
Our experiments have shown that countermeasure variation can lead to
high-quality detection results in terms of accuracy, precision, recall, and
AUC. However, countermeasure variation was not able to provide high-
quality results for all tested covert channel types and configurations.

Future work will involve performing additional countermeasure variations.
Partially, these countermeasure variations are already in progress (e.g., in
(Wendzel et al., 2019), we performed a countermeasure variation for the
so-called regularity metric). Another challenge is to find approaches that
render countermeasures dynamic and adaptive to limit side-effects on le-
gitimate traffic while providing a higher performance. Also, it would be
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beneficial for the whole research community to conduct experimental repli-
cation studies for countermeasures, e.g., under the umbrella of (intensively
supervised bachelor or) master theses in computer science programs (or re-
lated degree programs). First theses-based replication studies are currently
in progress under the supervision of the author.

In addition, novel approaches for active countermeasures, such as our re-
cently introduced dynamic warden (Mazurczyk et al., 2019a), could lead to
improved pattern-based covert channel limitation and elimination. An-
other aspect that can be considered in future work is to continue with the
recently started analysis of reversibility for hiding patterns (Mazurczyk et
al., 2019b) and to continue with the ongoing evaluation of pattern-based
teaching in higher education (Wendzel and Mazurczyk, 2016). Finally, (net-
work) steganography methods in cyber-physical systems were just recently
described, cf. (Wendzel et al., 2017c; Wendzel et al., 2017a), and could be
investigated on a per-pattern basis, too.
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Abstract 

Network information hiding is the research discipline that deals with the concealment of network 
transmissions or their characteristics. It serves as an umbrella for multiple research domains, namely 
network covert channel research, network steganography research, and traffic obfuscation research. 
The focus of this thesis lies primarily on network steganography and network covert channel 
research. 

This thesis was motivated by the fact that network information hiding requires a better scientific 
foundation. When the author started to work on this thesis, scientific re-inventions of hiding 
techniques were common (similar or equal techniques were published under different names by 
different scientific sub-communities). This is, at least partially, rooted in the non-unified 
terminology of the domain, and in the sheer fact that the ever-increasing number of publications in 
the domain is hardly knowable. Moreover, experimental results and descriptions for hiding 
techniques are hardly comparable as there is no unified standard for describing them. This is a 
contrast to other scientific domains, such as Chemistry, were (de facto) standards for experimental 
descriptions are common. Another problem is that experimental results are not replicated while other 
scientific domains have shown that replication studies are a necessity to ensure the quality of 
scientific results. Finally, there is an imbalance between known hiding techniques and their 
countermeasures: not enough countermeasures are known to combat all known hiding techniques. 

To address these issues, this thesis motivates and proposes methodological adjustments in network 
information hiding and lays the foundation for an improved fundamental terminology and taxonomy. 

Moreover, hiding techniques are surveyed and summarized in the form of abstract descriptions, 
called hiding patterns, which form an extensible taxonomy. These hiding patterns are then used as a 
tool to evaluate the novelty of research contributions in a scientific peer-review process. Afterwards, 
this thesis addresses the problem of inconsistent descriptions of hiding techniques by proposing a 
unified description method for the same, including hiding patterns as a core component of every 
description. This thesis also introduces the WoDiCoF testbed as a framework to perform replication 
studies. 

Afterwards, the concept of countermeasure variation is introduced to address the problem of not 
having countermeasures available for certain hiding patterns. Finally, the proposed pattern-based 
taxonomy is enhanced to demonstrate the extensibility of the taxonomy and to integrate payload-
based hiding techniques which were not foreseen in the earlier version of the taxonomy. 
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